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## Chapter 1

## Preliminary Analysis

### 1.1 Introduction

This course is about two related mathematical concepts which are of use in many areas of applied mathematics, are of immense importance in formulating the laws of theoretical physics and also produce important, interesting and some unsolved mathematical problems. These are the functional and variational principles: the theory of these entities is named The Calculus of Variations.

A functional is a generalisation of a function of one or more real variables. A real function of a single real variable maps an interval of the real line to real numbers: for instance, the function $\left(1+x^{2}\right)^{-1}$ maps the whole real line to the interval $(0,1]$; the function $\ln x$ maps the positive real axis to the whole real line. Similarly a real function of $n$ real variables maps a domain of $R^{n}$ into the real numbers.

A functional maps a given class of functions to real numbers. A simple example of a functional is

$$
\begin{equation*}
S[y]=\int_{0}^{1} d x \sqrt{1+y^{\prime}(x)^{2}}, \quad y(0)=0, \quad y(1)=1 \tag{1.1}
\end{equation*}
$$

label:
eq:vp1-intr01
which associates a real number with any real function $y(x)$ which satisfies the boundary conditions and for which the integral exists. We use the square bracket notation ${ }^{1} S[y]$ to emphasise the fact that the functional depends upon the choice of function used to evaluate the integral. In chapter 2 we shall see that a wide variety of problems can be described in terms of functionals. Notice that the boundary conditions, $y(0)=0$ and $y(1)=1$ in this example, are normally part of the definition of the functional.

Real functions of $n$ real variables can have various properties; for instance they can be continuous, they may be differentiable or they may have stationary points and local and global maxima and minima: functionals share many of these properties. In

[^0]particular the notion of a stationary point of a function has an important analogy in the theory of functionals and this gives rise to the idea of a variational principle, which arises when the solution to a problem is given by the function making a particular functional stationary. Variational principles are common and important in the natural sciences.

The simplest example of a variational principle is that of finding the shortest distance between two points. Suppose the two points lie in a plane, with one point at the origin, $O$, and the other at point $A$ with coordinates $(1,1)$, then if $y(x)$ represents a smooth curve passing through $O$ and $A$ the distance between $O$ and $A$, along this curve is given by the functional defined in equation 1.1. The shortest path is that which minimises the value of $S[y]$. If the surface is curved, for instance a sphere or ellipsoid, the equivalent functional is more complicated, but the shortest path is that which minimises it.

Variational principles are important for three principal reasons. First, many problems are naturally formulated in terms of a functional and an associated variational principle. Several of these will be described in chapter 2 and some solutions will be obtained as the course develops.

Second, most equations of mathematical physics can be derived from variational principles. This is important partly because it suggests a unifying theme in our description of nature and partly because such formulations are independent of any particular coordinate system, so making the essential mathematical structure of the equations more transparent and easier to understand. This aspect of the subject is not considered in this course; a good discussion of these problems can be found in Yourgrau and Mandelstam (1968) ${ }^{2}$.

Finally, variational principles provide powerful computational tools; we explore aspects of this theory in chapter 12 .

Consider the problem of finding the shortest path between two points on a curved surface. The associated functional assigns a real number to each smooth curve joining the points. A first step to solving this problem is to find the stationary values of the functional; it is then necessary to decide which of these provides the shortest path. This is very similar to the problem of finding extreme values of a function of $n$ variables, where we first determine the stationary points and then classify them: the important and significant difference is that the space of allowed functions is not usually finite in dimension. The infinite dimensional spaces of functions, with which we shall be dealing, has many properties similar to those possessed by finite dimensional spaces, and in the many problems the difference is not significant. However, this generalisation does introduce some practical and technical difficulties, which we shall consider later in the course. In this chapter we review calculus in order to prepare for these more general ideas of calculus.

In elementary calculus and analysis, the functions studied first are 'real functions, $f$, of one real variable', that is, functions with domain either $R$ or a subset of $R$, and codomain $R$. Without any other restrictions on $f$, this definition is too general to be useful in calculus and applied mathematics. Most functions of one real variable that are of interest in applications have smooth graphs, although sometimes they may fail to be smooth at one or more points where they have a 'kink' (fail to be differentiable), or even a break (where they are discontinuous). This smooth behaviour is related to

[^1]the fact that most important functions of one variable describe physical phenomena and often arise as solutions of ordinary differential equations. Therefore it is usual to restrict attention to functions that are differentiable or, more usually, differentiable a number of times.

The most useful generalisation of differentiability to functions defined on sets other than $R$ requires some care. It is not too hard in the case of functions of several (real) variables but we shall have to generalise differentiation and integration to functionals, not just to functions of several real variables.

Our presentation conceals very significant intellectual achievements made at the end of the nineteenth century and during the first half of the twentieth century. During the nineteenth century, although much work was done on particular equations, there was little systematic theory. This changed when the idea of infinite dimensional vector spaces began to emerge. Between 1900 and 1906, fundamental papers appeared by Fredholm ${ }^{3}$, Hilbert ${ }^{4}$, and Fréchet ${ }^{5}$. Fréchet's thesis gave for the first time definitions of limit and continuity that were applicable in very general sets. Previously, the concepts had been restricted to special objects such as points, curves, surfaces or functions. By introducing the concept of distance in more general sets he paved the way for rapid advances in the theory of partial differential equations. We shall study normed vector spaces in chapter 9, which are special cases of what are now called Fréchet spaces. These ideas together with the theory of Lebesgue integration introduced, in 1902, by Lebesgue in his doctoral thesis ${ }^{6}$, led to the modern theory of functional analysis. This is now the usual framework of the theoretical study of partial differential equations. They are required also for an elucidation of some of the difficulties in the Calculus of Variations. However, in this introductory course, we concentrate on basic techniques of solving practical problems, because we think this is the best way to motivate and encourage further study.

This preliminary chapter, which is assessed, is about real analysis and introduces many of the ideas needed for our treatment of the Calculus of Variations. It is possible that you are already familiar with the mathematics described in this chapter, in which case you could start the course with chapter 2. You should ensure, however, that you have a good working knowledge of differentiation, both ordinary and partial, Taylor series of one and several variables and differentiation under the integral sign, all of which are necessary for the development of the theory.

Very many exercises are set, in the belief that mathematical ideas cannot be understood without attempting to solve problems at various levels of difficulty and that one learns most by making one's own mistakes, which is time consuming. You should not attempt all these exercise at a first reading, but these provide practice of essential mathematical techniques and in the use of a variety of ideas, so you should do as many as time permits; thinking about a problem, then looking up the solution is usually of

[^2]little value. The exercises at the end of this chapter are examples of the type of problem that commonly occur in applications: they are provided for extra practice if time permits and it is not necessary for you to attempt them.

### 1.2 Notation and preliminary remarks

label:
sec:vp1-nota

We start with a discussion about notation and some of the basic ideas used throughout this course.

A real function of a single real variable, $f$, is a rule that maps a real number $x$ to a single real number $y$. This operation can be denoted in a variety of ways. The approach of scientists is to write $y=f(x)$ or just $y(x)$, and the symbols $y, y(x), f$ and $f(x)$ are all used to represent the function. Mathematics uses the more formal and precise notation $f: X \rightarrow Y$, where $X$ and $Y$ are subsets of the real line: the set $X$ is named the domain, or the domain of definition of $f$, and set $Y$ the codomain. With this notation the symbol $f$ denotes the function and the symbol $f(x)$ the value of the function at the point $x$. In applications this distinction is not always made and both $f$ and $f(x)$ are used to denote the function. In recent years this has come to be regarded as heresy by some: however, there are good practical reasons for using this freer notation that do not affect pure mathematics. In this text we shall frequently use the Leibniz notation, $f(x)$, and its extensions, because it generally provides a clearer picture and is helpful for algebraic manipulations, such as when changing variables and integrating by parts.

Moreover, in the sciences the domain and codomain are frequently omitted, either because they are 'obvious' or because they are not known. But, perversely, the scientist, by writing $y=f(x)$, often distinguishes between the two variables $x$ and $y$, by saying that $x$ is the independent variable and that $y$ is the dependent variable because it depends upon $x$. This labelling can be confusing, because the role of variables can change, but it is also helpful because in physical problems different variables can play quite different roles: for instance, time is normally an independent variable.

In pure mathematics the term graph is used in a slightly specialised manner. A graph is the set of points $(x, f(x))$ : this is normally depicted as a line in a plane using rectangular Cartesian coordinates. In other disciplines the whole figure is called the graph, not the set of points, and the graph may be a less restricted shape than those defined by functions; an example is shown in figure 1.5 (page 25).

Almost all the ideas associated with real functions of one variable generalise to functions of several real variables, but notation needs to be developed to cope with this extension. Points in $R^{n}$ are represented by $n$-tuples of real numbers $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. It is convenient to use bold faced symbols, $\mathbf{x}$, $\mathbf{a}$ and so on, to denote these points, so $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and we shall write $\mathbf{x}$ and $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ interchangeably. In hand-written text a bold character, $\mathbf{x}$, is usually denoted by an underline, $\underline{x}$.

A function $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of $n$ real variables, defined on $R^{n}$, is a map from $R^{n}$, or a subset, to $R$, written as $f: R^{n} \rightarrow R$. Where we use bold face symbols like $\mathbf{f}$ or $\phi$ to refer to functions, it means that the image under the function $\mathbf{f}(\mathbf{x})$ or $\phi(\mathbf{y})$ may be considered as vector in $R^{m}$ with $m \geq 2$, so $\mathbf{f}: R^{n} \rightarrow R^{m}$; in this course normally $m=1$ or $m=n$. Although the case $m=1$ will not be excluded when we use a bold face symbol, we shall continue to write $f$ and $\phi$ where the functions are known to be real valued and not vector
valued. We shall also write without further comment $\mathbf{f}(\mathbf{x})=\left(f_{1}(\mathbf{x}), f_{2}(\mathbf{x}), \ldots, f_{m}(\mathbf{x})\right)$, so that the $f_{i}$ are the $m$ component functions, $f_{i}: R^{n} \rightarrow R$, of $\mathbf{f}$.

On the real line the distance between two points $x$ and $y$ is naturally defined by $|x-y|$. A point $x$ is in the open interval $(a, b)$ if $a<x<b$, and is in the closed interval $[a, b]$ if $a \leq x \leq b$. By convention, the intervals $(-\infty, a),(b, \infty)$ and $(-\infty, \infty)=R$ are also open intervals. Here, $(-\infty, a)$ means the set of all real numbers strictly less than $a$. The symbol $\infty$ for 'infinity', is not a number, and its use here is conventional. In the language and notation of set theory, we can write $(-\infty, a)=\{x \in R: x<a\}$, with similar definitions for the other two types of open interval. One reason for considering open sets is that the natural domain of definition of some important functions is an open set. For example, the function $\ln x$ as a function of one real variable is defined for $x \in(0, \infty)$.

The space of points $R^{n}$ is an example of a linear space. Here the term linear has the normal meaning that for every $\mathbf{x}, \mathbf{y}$ in $R^{n}$, and for every real $\alpha, \mathbf{x}+\mathbf{y}$ and $\alpha \mathbf{x}$ are in $R^{n}$. Explicitly,

$$
\left(x_{1}, x_{2}, \ldots, x_{n}\right)+\left(y_{1}, y_{2}, \ldots, y_{n}\right)=\left(x_{1}+y_{1}, x_{2}+y_{2}, \cdots, x_{n}+y_{n}\right)
$$

and

$$
\alpha\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\left(\alpha x_{1}, \alpha x_{2}, \ldots, \alpha x_{n}\right)
$$

Functions $\mathbf{f}: R^{n} \rightarrow R^{m}$ may also be added and multiplied by real numbers. Therefore a functions of this type may be regarded as a vector in the vector space of functions though this space is not finite dimensional like $R^{n}$. The axiomatic definition of a linear vector space is provided in chapter 9.

In the space $R^{n}$ the distance $|\mathbf{x}|$ of a point $\mathbf{x}$ from the origin is defined by the natural generalisation of Pythagoras' theorem, $|\mathbf{x}|=\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}$. The distance between two vectors $\mathbf{x}$ and $\mathbf{y}$ is then defined by

$$
\begin{equation*}
|\mathbf{x}-\mathbf{y}|=\sqrt{\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}+\cdots+\left(x_{n}-y_{n}\right)^{2}} . \tag{1.2}
\end{equation*}
$$

This is a direct generalisation of the distance along a line, to which it collapses when $n=1$.

This distance has the three basic properties
(a) $|\mathbf{x}| \geq 0$, and $|\mathbf{x}|=0$ if and only if $\mathbf{x}=0$,
(b) $|\mathbf{x}-\mathbf{y}|=|\mathbf{y}-\mathbf{x}|$,
(c) $|\mathbf{x}-\mathbf{y}|+|\mathbf{y}-\mathbf{z}| \geq|\mathbf{x}-\mathbf{z}|$, (Triangle inequality).

In the more abstract spaces, such as the function spaces we need later, a similar concept of a distance between elements is needed. This is named the norm and is a map from from two elements of the space to the positive real numbers and which satisfies the above three rules. In function spaces there is no natural choice of the distance function and we shall see in chapter 3 that this flexibility can be important.

For functions of several variables, that is, for functions defined on sets of points in $R^{n}$, the direct generalization of open interval is an open ball.

## Definition 1.1

The open ball $B_{r}(\mathbf{a})$ of radius $r$ and centre $\mathbf{a} \in R^{n}$ is the set of points

$$
B_{r}(\mathbf{a})=\left\{\left(\mathbf{a} \in R^{n}:|\mathbf{x}-\mathbf{a}|<r\right\},\right.
$$

label: def:vp1-nota03

Thus the ball of radius 1 and centre $(0,0)$ in $R^{2}$ is the interior of the unit circle, not including the points on the circle itself. And in $R$, the 'ball' of radius 1 and centre 0 is the open interval $(-1,1)$. However, for $R^{2}$ and for $R^{n}$ for $n>2$, open balls are not quite general enough. For example, the open square

$$
\{(x, y) \in R:|x|<1,|y|<1\}
$$

is not a ball, but in many ways is similar. (You may know for example that it may be mapped continuously to an open ball.) It turns out that the most convenient concept is that of open set ${ }^{7}$, which we can now define.

## Definition 1.2

Open sets A set $U$ in $R^{n}$ is said to be open if for every $\mathbf{x} \in U$ there is an open ball $B_{r}(\mathbf{a})$ wholly contained within $U$ which contains $\mathbf{x}$.

In other words, every point in an open set lies in an open ball contained in the set. Any open ball is in many ways like the whole of the space $R^{n}$ - it has no isolated or missing points. Also, every open set is a union of open balls (obviously). Open sets are very convenient and important in the theory of functions, but we cannot study the reasons here. A full treatment of open sets can be found in books on topology ${ }^{8}$. Open balls are not the only type of open sets and is not hard to show that the open square, $\{(x, y) \in R:|x|<1,|y|<1\}$, is in fact an open set, according to the definition we gave; and in a similar way it can be shown that the set $\left\{(x, y) \in R^{2}:(x / a)^{2}+(y / b)^{2}\right\}<1$, which is the interior of an ellipse, is an open set.

## Exercise 1.1

Show that the open square is an open set by constructing explicitly for each $(x, y)$ in the open square $\{(x, y) \in R:|x|<1,|y|<1\}$ a ball containing $(x, y)$ and lying in the square.

### 1.2.1 The Order notation

It is often useful to have a bound for the magnitude of a function that does not require exact calculation. For example, the function $f(x)=\sqrt{\sin \left(x^{2} \cosh x\right)-x^{2} \cos x}$ tends to zero at a similar rate to $x^{2}$ as $x \rightarrow 0$ and this information is sometimes more helpful than the detailed knowledge of the function. The order notation is designed for this purpose.

## Definition 1.3

Order notation. A function $f(x)$ is said to be of order $x^{n}$ as $x \rightarrow 0$ if there is a non-zero constant $C$ such that $|f(x)|<C\left|x^{n}\right|$ for all $x$ in an interval around $x=0$. This is written as

$$
\begin{equation*}
f(x)=O\left(x^{n}\right) \quad \text { as } \quad x \rightarrow 0 \tag{1.3}
\end{equation*}
$$

The conditional clause 'as $x \rightarrow 0$ ' is often omitted when it is clear from the context. More generally, this order notation can be used to compare the size of functions, $f(x)$

[^3]and $g(x)$ : we say that $f(x)$ is of the order of $g(x)$ as $x \rightarrow y$ if there is a non-zero constant $C$ such that $|f(x)|<C|g(x)|$ for all $x$ in an interval around $y$; more succinctly, $f(x)=O(g(x))$ as $x \rightarrow y$.

When used in the form $f(x)=O(g(x))$ as $x \rightarrow \infty$, this notation means that $|f(x)|<C|g(x)|$ for all $x>X$, where $X$ and $C$ are positive numbers independent of $x$.

This notation is particularly useful when truncating power series: thus, the series for $\sin x$ up to $O\left(x^{3}\right)$ is written,

$$
\sin x=x-\frac{x^{3}}{3!}+O\left(x^{5}\right)
$$

meaning that the remainder is smaller than $C|x|^{5}$, as $x \rightarrow 0$ for some $C$. Note that this includes the $x^{3}$ term.
label:
ex:vp1-ord01
label:
ex:vp1-ord02

## Exercise 1.3

Determine the order of the following expressions as $x \rightarrow 0$.
(a) $x \sqrt{1+x^{2}}$,
(b) $\frac{x}{1+x}$,
(c) $\frac{x^{3 / 2}}{1-e^{-x}}$.
label:
ex:vp1-ord03

## Exercise 1.4

Determine the order of the following expressions as $x \rightarrow \infty$.
(a) $\frac{x}{x-1}$,
(b) $\sqrt{4 x^{2}+x}-2 x$,
(c) $(x+b)^{a}-x^{a}, \quad a>0$.

The order notation is usefully extended to functions of $n$ real variables, $f: R^{n} \rightarrow R$, by using the distance $|\mathbf{x}|$. Thus, we say that $f(\mathbf{x})=O\left(|\mathbf{x}|^{n}\right)$ if there is a non-zero constant $C$ and a small number $\delta$ such that $|f(\mathbf{x})|<C|\mathbf{x}|^{n}$ for $|\mathbf{x}|<\delta$.

Another expression that is useful is

$$
f(\mathbf{x})=o(|\mathbf{x}|) \quad \text { which is shorthand for } \quad \lim _{|\mathbf{x}| \rightarrow 0} \frac{f(\mathbf{x})}{|\mathbf{x}|}=0
$$

Informally this means that $f(\mathbf{x})$ vanishes faster than $|\mathbf{x}|$ as $|\mathbf{x}| \rightarrow 0$. More generally $f=o(g)$ if $\lim _{|\mathbf{x}| \rightarrow 0}|f(\mathbf{x}) / g(\mathbf{x})|=0$, meaning that $f(\mathbf{x})$ vanishes faster than $g(\mathbf{x})$ as $|\mathbf{x}| \rightarrow 0$.
label: ex:vp1-ord04

## Exercise 1.5

(a) If $f_{1}=x$ and $f_{2}=y$ show that $f_{1}=O(f)$ and $f_{2}=O(f)$ where $f(x, y)=$ $\left(x^{2}+y^{2}\right)^{\frac{1}{2}}$.
(b) Show that the polynomial $\phi(x, y)=a x^{2}+b x y+c y^{2}$ vanishes to at least the same order as the polynomial $f(x, y)=x^{2}+y^{2}$ at $(0,0)$. What conditions are needed for $\phi$ to vanish faster than $f$ as $\sqrt{x^{2}+y^{2}} \rightarrow 0$ ?

### 1.3 Functions of a real variable

### 1.3.1 Introduction

label:
sec:vp1-one

In this section we introduce important ideas pertaining to real functions of a single real variable, although some mention is made of functions of many variables. Most of the ideas discussed should be familiar from earlier courses in elementary real analysis or Calculus, so our discussion is brief and all exercises are optional.

The study of Real Analysis normally starts with a discussion of the real number system and its properties. Here we assume all necessary properties of this number system and refer the reader to any basic text if further details are required: adequate discussion may be found in the early chapters of the texts by Whittaker and Watson ${ }^{9}$, Rudin ${ }^{10}$ and by Kolmogorov and Fomin ${ }^{11}$.

### 1.3.2 Continuity and Limits

label:

A continuous function is one whose graph has no vertical breaks: otherwise, it is discontinuous. The function $f_{1}(x)$, depicted by the solid line in figure 1.1 is continuous for $x_{1}<x<x_{2}$. The function $f_{2}(x)$, depicted by the dashed line, is discontinuous at $x=c$.


Figure 1.1 Figure showing examples of a continuous function, $f_{1}(x)$, and a discontinuous function $f_{2}(x)$.

A function $f(x)$ is continuous at a point $x=a$ if $f(a)$ exists and if, given any arbitrarily small number, we can find a neighbourhood of $x=a$ such that in it $|f(x)-f(a)|$ is always smaller. We can express this in terms of limits and since a point $a$ on the real line can be approached only from the left or the right a function is continuous at a point $x=a$ if it approaches the same value, independent of the direction. Formally we have

## Definition 1.4

Continuity: a function, $f$, is continuous at $x=a$ if $f(a)$ is defined and

$$
\lim _{x \rightarrow a} f(x)=f(a)
$$

For a function of one variable, this is equivalent to saying that $f(x)$ is continuous at $x=a$ if $f(a)$ is defined and the left and right hand limits

$$
\lim _{x \rightarrow a_{-}} f(x) \text { and } \lim _{x \rightarrow a_{+}} f(x),
$$

[^4]exist and are equal to $f(a)$.
If the left and right hand limits exist but are not equal the function is discontinuous at $x=a$ and is said to have a simple discontinuity at $x=a$.

If they both exist and are equal, but do not equal $f(a)$, then the function is said to have a removable discontinuity at $x=a$.

Quite elementary functions exist for which neither limit exists: these are also discontinuous, and said to have a discontinuity of the second kind at $x=a$, see Rudin (1976, page 94). An example of a function with such a discontinuity at $x=0$ is

$$
f(x)=\left\{\begin{array}{cl}
\sin (1 / x), & x \neq 0 \\
0, & x=0
\end{array}\right.
$$

We shall have no need to consider this type of discontinuity in this course, but simple discontinuities will arise.

A function that behaves as

$$
|f(x+\epsilon)-f(x)|=O(\epsilon) \quad \text { as } \quad \epsilon \rightarrow 0
$$

is continuous, though the converse is not true, a counter example being $f(x)=\sqrt{|x|}$ at $x=0$.

Most functions that occur in the sciences are either continuous or piecewise continuous, which means that the function is continuous except at a discrete set of points. The Heaviside function and the related sgn functions are examples of a commonly occurring piecewise continuous functions that are discontinuous. They are defined by

$$
H(x)=\left\{\begin{array}{ll}
1, & x>0,  \tag{1.4}\\
0, & x<0,
\end{array} \quad \text { and } \quad \operatorname{sgn}(x)=\left\{\begin{array}{rl}
1, & x>0, \\
-1, & x<0,
\end{array} \quad \operatorname{sgn}(x)=-1+2 H(x)\right.\right.
$$

These functions are discontinous at $x=0$, where they are not normally defined. In some texts these functions are defined at $x=0$; for instance $H(0)$ may be defined to have the value 0 or $1 / 2$.

If $\lim _{x \rightarrow c} f(x)=A$ and $\lim _{x \rightarrow c} g(x)=B$, then it can be shown that the following (obvious) rules are adhered to:
(a) $\lim _{x \rightarrow c}(\alpha f(x)+\beta g(x))=\alpha A+\beta B$;
(b) $\lim _{x \rightarrow c}(f(x) g(x))=A B$;
(c) $\lim _{x \rightarrow c} \frac{f(x)}{g(x)}=\frac{A}{B}$, if $B \neq 0$;
(d) if $\lim _{x \rightarrow B} f(x)=f_{B}$ then $\lim _{x \rightarrow c}\left(f(g(x))=f_{B}\right.$.

The value of a limit is normally found by a combinations of suitable re-arrangements and expansions. An example of an expansion is

$$
\lim _{x \rightarrow 0} \frac{\sinh a x}{x}=\lim _{x \rightarrow 0} \frac{a x+\frac{1}{3!}(a x)^{3}+O\left(x^{5}\right)}{x}=\lim _{x \rightarrow 0}\left(a+O\left(x^{2}\right)\right)=a .
$$

An example of a re-arrangement, using the above rules, is

$$
\lim _{x \rightarrow 0} \frac{\sinh a x}{\sinh b x}=\lim _{x \rightarrow 0} \frac{\sinh a x}{x} \frac{x}{\sinh b x}=\lim _{x \rightarrow 0} \frac{\sinh a x}{x} \lim _{x \rightarrow 0} \frac{x}{\sinh b x}=\frac{a}{b}, \quad(b \neq 0) .
$$
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Finally, we note that a function that is continuous on a closed interval is bounded above and below and attains its bounds. It is important that the interval is closed; for instance the function $f(x)=x$ defined in the open interval $0<x<1$ is bounded above and below, but does not attain it bounds. This example may seem trivial, but similar difficulties exist in the Calculus of Variations, but are less easy to recognise.

## Exercise 1.6

A function that is finite and continuous for all $x$ is defined by

$$
f(x)= \begin{cases}\frac{A}{x^{2}}+x+B, & 0 \leq x \leq a, \quad a>0 \\ \frac{C}{x^{2}}+D x, & a \leq x\end{cases}
$$

where $A, B, C, D$ and $a$ are real numbers: if $f(0)=1$ and $\lim _{x \rightarrow \infty} f(x)=0$, find these numbers.

## Exercise 1.7

Find the limits of the following functions as $x \rightarrow 0$ and $w \rightarrow \infty$.
(a) $\frac{\sin a x}{x}$,
(b) $\frac{\tan a x}{x}$,
(c) $\frac{\sin a x}{\sin b x}$,
(d) $\frac{3 x+4}{4 x+2}$,
(e) $\left(1+\frac{z}{w}\right)^{w}$.

For functions of two or more variables, the definition of continuity is essentially the same as for a function of one variable. A function $f(\mathbf{x})$ is continuous at $\mathbf{x}=\mathbf{a}$ if $f(\mathbf{a})$ is defined and

$$
\begin{equation*}
\lim _{\mathbf{x} \rightarrow \mathbf{a}} f(\mathbf{x})=\lim _{x_{1} \rightarrow a_{1}} \lim _{x_{2} \rightarrow a_{2}} \cdots \lim _{x_{n} \rightarrow a_{n}} f(\mathbf{x})=f(\mathbf{a}) \tag{1.5}
\end{equation*}
$$

where the order of the limits must be immaterial.

## Exercise 1.8

Determine whether or not the following functions are continuous at the origin.
(a) $f=\frac{2 x y}{x^{2}+y^{2}}$,
(b) $f=\frac{x^{2}+y^{2}}{x^{2}-y^{2}}$,
(c) $f=\frac{2 x^{2} y}{x^{2}+y^{2}}$.

Hint: use polar coordinates $x=r \cos \theta, y=r \sin \theta$ and consider the limit $r \rightarrow 0$.

### 1.3.3 Monotonic functions and inverse functions

A function is said to be monotonic on an interval if it is always increasing or always decreasing. Simple examples are $f(x)=x$ and $f(x)=\exp (-x)$ which are monotonic increasing and monotonic decreasing, respectively, on the whole line: the function $f(x)=\sin x$ is monotonic increasing for $-\pi / 2<x<\pi / 2$. More precisely, we have,

## Definition 1.5

Monotonic functions: A function $f(x)$ is monotonic increasing for $a<x<b$ if

$$
f\left(x_{1}\right) \leq f\left(x_{2}\right) \quad \text { for } \quad a<x_{1}<x_{2}<b
$$

A monotonic decreasing function is defined in a similar way.

If $f\left(x_{1}\right)<f\left(x_{2}\right)$ for $a<x_{1}<x_{2}<b$ then $f(x)$ is said to be strictly monotonic (increasing) or strictly increasing; strictly decreasing functions are defined in the obvious manner.

The recognition of the intervals on which a given function is strictly monotonic is sometimes important because on these intervals the inverse function exists. For instance the function $y=e^{x}$ is monotonic increasing on the whole real line, $R$, and its inverse is the well known natural $\operatorname{logarithm}, x=\ln y$, with $y$ on the positive real line.

In general if $f(x)$ is continuous and strictly monotonic on $a \leq x \leq b$ and $y=f(x)$ the inverse function, $x=f^{-1}(y)$ is continuous for $f(a) \leq y \leq f(b)$ and satisfies $y=$ $f\left(f^{-1}(y)\right)$. Moreover, if $f(x)$ is strictly increasing so is $f^{-1}(y)$.

Complications occur when a function is increasing and decreasing on neighbouring intervals, for then the inverse may have two or more values. For example the function $f(x)=x^{2}$ is monotonic increasing for $x>0$ and monotonic decreasing for $x<0$ : hence the relation $y=x^{2}$ has the two familiar inverses $x= \pm \sqrt{y}, y \geq 0$. These two inverses are often refered to as the different branches of the inverse; this idea is important because most functions are monotonic only on part of their domain of definition.

## Exercise 1.9

(a) Show that $y=3 a^{2} x-x^{3}$ is strictly increasing for $-a<x<a$ and that on this interval $y$ increases from $-2 a^{3}$ to $2 a^{3}$.
(b) By putting $x=2 a \sin \phi$ and using the identity $\sin ^{3} \phi=(3 \sin \phi-\sin 3 \phi) / 4$, show that the equation becomes

$$
y=2 a^{3} \sin 3 \phi \quad \text { and hence that } \quad x(y)=2 a \sin \left(\frac{1}{3} \sin ^{-1}\left(\frac{y}{2 a^{3}}\right)\right) .
$$

(c) Find the inverse for $x>2 a$. Hint, put $x=2 a \cosh \phi$ and use the relation $\cosh ^{3} \phi=(\cosh 3 \phi+3 \cosh \phi) / 4$.

### 1.3.4 The derivative

label:
sec:vp1-der01
label:
f:vp1-der01


Figure 1.2 Illustration showing the chord $P Q$ and the tangent line at $P$.

The gradient of the chord $P Q$ is $\tan \phi$ where $\phi$ is the angle between $P Q$ and the $x$-axis, and is given by the formula

$$
\tan \phi=\frac{f(a+h)-f(a)}{h}
$$

If the graph in the vicinity of $x=a$ is represented by a smooth line, then it is intuitively obvious that the chord $P Q$ becomes closer to the tangent at $P$ as $h \rightarrow 0$; and in the limit $h=0$ the chord becomes the tangent. Hence the gradient of the tangent is given by the limit

$$
\lim _{h \rightarrow 0} \frac{f(a+h)-f(a)}{h}
$$

This limit, provided it exists, is named the derivative of $f(x)$ at $x=a$ and is commonly
label: eq:vp1-der01 denoted either by $f^{\prime}(a)$ or $\frac{d f}{d x}$. Thus we have the formal definition:
Definition 1.6
The derivative: A function $f(x)$, defined on an open interval $U$ of the real line, is differentiable for $x \in U$ and has the derivative $f^{\prime}(x)$ if

$$
\begin{equation*}
f^{\prime}(x)=\frac{d f}{d x}=\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h} \tag{1.6}
\end{equation*}
$$

exists.
If the derivative exists at every point in the open interval $U$ the function $f(x)$ is said to be differentiable in $U$ : in this case it may be proved that $f(x)$ is also continuous. However, a function that is continuous at $a$ need not be differentiable at $a$ : indeed, it is possible to construct functions that are continuous everywhere but differentiable nowhere; such functions are encountered in the mathematical description of Brownian motion.

Combining the definition of $f^{\prime}(x)$ and the definition 1.3 of the order notation shows that a differentiable function satisfies

$$
\begin{equation*}
f(x+h)=f(x)+h f^{\prime}(x)+o(h) \tag{1.7}
\end{equation*}
$$

The formal definition, equation 1.6, of the derivative can be used to derive all its useful properties, but the physical interpretation, illustrated in figure 1.2, provides a more useful way to generalise it to functions of several variables.

The tangent line to the graph $y=f(x)$ at the point $a$, which we shall consider to be fixed for the moment, has slope $f^{\prime}(a)$ and passes through $f(a)$. These two facts determine the derivative completely. The equation of the tangent line can be written in parametric form as $p(h)=f(a)+f^{\prime}(a) h$. Conversely, given a point $a$, and the equation of the tangent line at that point, the derivative, in the classical sense of the definition 1.6 , is simply the slope, $f^{\prime}(a)$, of this line. So the information that the derivative of $f$ at $a$ is $f^{\prime}(a)$ is equivalent to the information that the tangent line at $a$ has equation $p(h)=f(a)+f^{\prime}(a) h$. Although the classical derivative, equation 1.6, is usually taken to be the fundamental concept, the equivalent concept of the tangent line at a point could be considered equally fundamental - perhaps more so, since a tangent is a more intuitive idea than the numerical value of its slope. This is the key to successfully defining the derivative of functions of more than one variable.

From the definition 1.6 the following useful results follow. If $f(x)$ and $g(x)$ are differentable on the same open interval and $\alpha$ and $\beta$ are constants then
(a) $\frac{d}{d x}(\alpha f(x)+\beta g(x))=\alpha f^{\prime}(x)+\beta g^{\prime}(x)$,
(b) $\frac{d}{d x}(f(x) g(x))=f^{\prime}(x) g(x)+f(x) g^{\prime}(x), \quad \quad$ (The product rule)
(c) $\frac{d}{d x}\left(\frac{f(x)}{g(x)}\right)=\frac{f^{\prime}(x) g(x)-f(x) g^{\prime}(x)}{g(x)^{2}}, \quad g(x) \neq 0 . \quad$ (The quotient rule)

We leave the proof of these results to the reader, but note that the differential of $1 / g(x)$ follows almost trivially from the definition 1.6 , exercise 1.14 , so that the third expression is a simple consequence of the second.

The other important result is the chain rule concerning the derivative of composite functions. Suppose that $f(x)$ and $g(x)$ are two differentiable functions and a third is formed by the composition,

$$
F(x)=f(g(x)), \quad \text { sometimes written as } \quad F=f \circ g,
$$

which we assume to exist. Then the derivative of $F(x)$ can be shown, as in exercise 1.18, to be given by

$$
\begin{equation*}
\frac{d F}{d x}=\frac{d f}{d g} \times \frac{d g}{d x} \quad \text { or } \quad F^{\prime}(x)=f^{\prime}(g) g^{\prime}(x) \tag{1.8}
\end{equation*}
$$
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This formula is named the chain rule. Note how the prime-notation is used: it denotes the derivative of the function with respect to the argument shown, not necessarily the original independent variable, $x$. Thus $f^{\prime}(g)$ or $f^{\prime}(g(x))$ does not mean the derivative of $F(x)$; it means the derivative $f^{\prime}(x)$ with $x$ replaced by $g$ or $g(x)$.

A simple example should make this clear: suppose $f(x)=\sin x$ and $g(x)=1 / x$, $x>0$, so $F(x)=\sin (1 / x)$. The chain rule gives

$$
\frac{d F}{d x}=\frac{d}{d g}(\sin g) \times \frac{d}{d x}\left(\frac{1}{x}\right)=\cos g \times\left(-\frac{1}{x^{2}}\right)=-\frac{1}{x^{2}} \cos \left(\frac{1}{x}\right)
$$

The derivatives of simple functions, polynomials and trigometric functions for instance, can be deduced from first principles using the definition 1.6: the three rules, given above, and the chain rule can then be used to find the derivative of any function described with finite combinations of these simple functions. A few exercises will make this process clear.

## Exercise 1.10

Find the derivative of the following functions
(a) $\sqrt{(a-x)(b+x)}$, (b) $\sqrt{a \sin ^{2} x+b \cos ^{2} x}$, (c) $\cos \left(x^{3}\right) \cos x$, (d) $x^{x}$.

## Exercise 1.11

If $y=\sin x$ for $\pi / 2 \leq x \leq \pi / 2$ show that $\frac{d x}{d y}=\frac{1}{\sqrt{1-y^{2}}}$.
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## Exercise 1.12

(a) If $y=f(x)$ has the inverse $x=g(y)$, show that $f^{\prime}(x) g^{\prime}(y)=1$, that is

$$
\frac{d x}{d y}=\left(\frac{d y}{d x}\right)^{-1}
$$

(b) Express $\frac{d^{2} x}{d y^{2}}$ in terms of $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$.

Clearly, if $f^{\prime}(x)$ is differentiable, it may be differentiated to obtain the second derivative, which is denoted by

$$
f^{\prime \prime}(x) \quad \text { or } \quad \frac{d^{2} f}{d x^{2}} .
$$

This process can be continued to obtain the functions

$$
f, \quad \frac{d f}{d x}, \quad \frac{d^{2} f}{d x^{2}}, \quad \frac{d^{3} f}{d x^{3}}, \cdots, \frac{d^{n-1} f}{d x^{n-1}}, \quad \frac{d^{n} f}{d x^{n}} \cdots,
$$

where each member of the sequence is the derivative of the preceeding member,

$$
\frac{d^{p} f}{d x^{p}}=\frac{d}{d x}\left(\frac{d^{p-1} f}{d x^{p-1}}\right), \quad p=2,3, \cdots
$$

The prime notation becomes rather clumsy after the second or third derivative, so the most common alternative is

$$
\frac{d^{p} f}{d x^{p}}=f^{(p)}(x), \quad p \geq 2
$$

with the conventions $f^{(1)}(x)=f^{\prime}(x)$ and $f^{(0)}(x)=f(x)$. Care is needed to distinguish between the $p$ th derivative, $f^{(p)}(x)$, and the $p$ th power, denoted by $f(x)^{p}$ and sometimes $f^{p}(x)$ - the latter notation should be avoided if there is any danger of confusion.

Functions for which the $n$th derivative is continuous are said to be $n$-differentiable and to belong to class $C^{n}$ : the notation $C^{n}(U)$ means the $n$ derivatives are continuous on the interval $U$ : the notation $C^{n}(a, b)$ or $C^{n}[a, b]$, with obvious meaning, may also be used. The term smooth function describes functions belonging to $C^{\infty}$, that is functions, such as $\sin x$, having all derivatives; we shall use the term sufficiently smooth for functions that are sufficiently differentiable for all subsequent analysis to work, when more detail is deemed unimportant.
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In the following exercises some important, but standard, results are derived.

## Exercise 1.13

If $f(x)$ is an even (odd) function, show that $f^{\prime}(x)$ is an odd (even) function.

## Exercise 1.14

Show, from first principles using the limit 1.6, that $\frac{d}{d x}\left(\frac{1}{f(x)}\right)=-\frac{f^{\prime}(x)}{f(x)^{2}}$, and that the product rule is true.

## Exercise 1.15

## Leibniz's rule

If $h(x)=f(x) g(x)$ show that

$$
\begin{aligned}
h^{\prime \prime}(x) & =f^{\prime \prime}(x) g(x)+2 f^{\prime}(x) g^{\prime}(x)+f(x) g^{\prime \prime}(x), \\
h^{(3)}(x) & =f^{(3)}(x) g(x)+3 f^{\prime \prime}(x) g^{\prime}(x)+3 f^{\prime}(x) g^{\prime \prime}(x)+f(x) g^{(3)}(x),
\end{aligned}
$$

and use induction to derive Leibniz's rule

$$
h^{(n)}(x)=\sum_{k=0}^{n}\binom{n}{k} f^{(n-k)}(x) g^{(k)}(x),
$$

where the binomial coefficients are given by $\binom{n}{k}=\frac{n!}{k!(n-k)!}$.

## Exercise 1.16
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Exercise $\mathbf{1 . 1 6}$
Show that $\frac{d}{d x} \ln (f(x))=\frac{f^{\prime}(x)}{f(x)}$ and hence that if

$$
p(x)=f_{1}(x) f_{2}(x) \cdots f_{n}(x) \quad \text { then } \quad \frac{p^{\prime}}{p}=\frac{f_{1}^{\prime}}{f_{1}}+\frac{f_{2}^{\prime}}{f_{2}}+\cdots+\frac{f_{n}^{\prime}}{f_{n}}
$$

provided $p(x) \neq 0$. Note that this gives an easier method of differentiating products of three or more factors than repeated use of the product rule.
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## Exercise 1.17

If the elements of a determinant $D(x)$ are differentiable functions of $x$,

$$
D(x)=\left|\begin{array}{ll}
f(x) & g(x) \\
\phi(x) & \psi(x)
\end{array}\right|
$$

show that

$$
D^{\prime}(x)=\left|\begin{array}{cc}
f^{\prime}(x) & g^{\prime}(x) \\
\phi(x) & \psi(x)
\end{array}\right|+\left|\begin{array}{cc}
f(x) & g(x) \\
\phi^{\prime}(x) & \psi^{\prime}(x)
\end{array}\right| .
$$

Extend this to third-order determinants.

### 1.3.5 Mean Value Theorems

If a function $f(x)$ is sufficiently smooth for all points inside the interval $a<x<b$, its graph is a smooth curve ${ }^{12}$ starting at the point $A=(a, f(a))$ and ending at $B=$ $(b, f(b))$, as shown in figure 1.3.


Figure 1.3 Diagram illustrating Cauchy's form of the mean value theorem.

[^5]From this figure it seems plausible that the tangent to the curve must be parallel to
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$$
\begin{equation*}
f^{\prime}(x)=\frac{f(b)-f(a)}{b-a} \quad \text { for some } x \text { in the interval } a<x<b \tag{1.9}
\end{equation*}
$$

Alternatively this may be written in the form

$$
\begin{equation*}
f(b)=f(a)+h f^{\prime}(a+\theta h), \quad h=b-a \tag{1.10}
\end{equation*}
$$

where $\theta$ is a number in the interval $0<\theta<1$, which is normally unknown. Note that this shows that between zeros of a continuous function there is at least one point at which the derivative is zero. Equation 1.9 can be proved and is enshrined in the following theorem

## Theorem 1.1

The Mean Value Theorem (Cauchy's form). If $f(x)$ and $g(x)$ are real and differentiable for $a \leq x \leq b$, then there is a point $u$ inside the interval at which

$$
\begin{equation*}
(f(b)-f(a)) g^{\prime}(u)=(g(b)-g(a)) f^{\prime}(u), \quad a<u<b \tag{1.11}
\end{equation*}
$$

By putting $g(x)=x$, equation 1.9 follows.
A similar idea may be applied to integrals. In figure 1.4 is shown a typical continuous function, $f(x)$, which attains its smallest and largest values, $S$ and $L$ respectively, on the interval $a \leq x \leq b$.


Figure 1.4 Diagram showing the upper and lower bounds of $f(x)$ used to bound the integral.

It is clear that the area under the curve is greater than $(b-a) S$ and less than $(b-a) L$, that is

$$
(b-a) S \leq \int_{a}^{b} d x f(x) \leq(b-a) L
$$

Because $f(x)$ is continuous it follows that

$$
\begin{equation*}
\int_{a}^{b} d x f(x)=(b-a) f(\xi) \quad \text { for some } \xi \in(a, b) \tag{1.12}
\end{equation*}
$$

This observation is made rigorous in the following theorem.

## Theorem 1.2

The Mean Value theorem (integral form). If, on the closed interval $a \leq x \leq b, f(x)$
label: eq:vp1-mean04 is continuous and $\phi(x) \geq 0$ then there is an $\xi$ satisfying $a \leq \xi \leq b$ such that

$$
\begin{equation*}
\int_{a}^{b} d x f(x) \phi(x)=f(\xi) \int_{a}^{b} d x \phi(x) \tag{1.13}
\end{equation*}
$$

If $\phi(x)=1$ relation 1.12 is regained.
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## Exercise 1.18

## The chain rule

In this exercise the Mean Value Theorem is used to derive the chain rule, equation 1.8, for the derivative of $F(x)=f(g(x))$.
Use the mean value theorem to show that

$$
F(x+\epsilon)-F(x)=f\left(g(x)+\epsilon g^{\prime}(x+\epsilon \theta)\right)-f(g(x))
$$

and that

$$
f\left(g(x)+\epsilon g^{\prime}(x+\epsilon \theta)\right)=f(g(x))+\epsilon g^{\prime}(x+\epsilon \theta) f^{\prime}\left(g+\epsilon \phi g^{\prime}\right)
$$

where $0<\theta, \phi<1$. Hence show that

$$
\frac{F(x+\epsilon)-F(x)}{\epsilon}=f^{\prime}\left(g+\epsilon \phi g^{\prime}\right) g^{\prime}(x+\epsilon \theta),
$$

and by taking the limit $\epsilon \rightarrow 0$ derive equation 1.8.

## Exercise 1.19

Use the integral form of the mean value theorem to evaluate the limits,
(a) $\lim _{x \rightarrow 0} \frac{1}{x} \int_{0}^{x} d t \sqrt{4+3 t^{3}}$,
(b) $\lim _{x \rightarrow 1} \frac{1}{(x-1)^{3}} \int_{0}^{x} d t \ln \left(3 t-3 t^{2}+t^{3}\right)$.

### 1.3.6 Partial Derivatives

Here we consider functions of two or more variables, in order to introduce the idea of a partial derivative. If $f(x, y)$ is a function of the two, independent variables $x$ and $y$, meaning that changes in one do not affect the other, then we may form the partial derivative of $f(x, y)$ with respect to either $x$ or $y$ using a minor modification of the definition 1.6 (page 16).

Definition 1.7
The partial derivative of a function $f(x, y)$ of two variables with respect to the first variable $x$ is

$$
\frac{\partial f}{\partial x}=f_{x}(x, y)=\lim _{h \rightarrow 0} \frac{f(x+h, y)-f(x, y)}{h}
$$

In the computation of $f_{x}$ the variable $y$ is unchanged.
Similarly, the partial derivative with respect to the second variable $y$ is

$$
\frac{\partial f}{\partial y}=f_{y}(x, y)=\lim _{k \rightarrow 0} \frac{f(x, y+k)-f(x, y)}{k}
$$



In the computation of $f_{y}$ the variable $x$ is unchanged.
We use the conventional notation, $\partial f / \partial x$, to denote the partial derivative with respect to $x$, which is formed by fixing $y$ and using the rules of ordinary calculus for the derivative with respect to $x$. The suffix notation, $f_{x}(x, y)$, is used to denote the same function: here the suffix $x$ shows the variable being differentiated, and it has the advantage that when necessary it can be used in the form $f_{x}(a, b)$ to indicate that the partial derivative $f_{x}$ is being evaluated at the point $(a, b)$.

In practice the evaluation of partial derivatives is exactly the same as ordinary derivatives and the same rules apply. Thus if $f(x, y)=x e^{y} \ln (2 x+3 y)$ then the partial derivative with respect to $x$ and $y$ are, repectively

$$
\frac{\partial f}{\partial x}=e^{y} \ln (2 x+3 y)+\frac{2 x e^{y}}{2 x+3 y} \quad \text { and } \quad \frac{\partial f}{\partial y}=x e^{y} \ln (2 x+3 y)+\frac{3 x e^{y}}{2 x+3 y}
$$
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## Exercise 1.20

(a) If $u=x^{2} \sin (\ln y)$ compute $u_{x}$ and $u_{y}$.
(b) If $r^{2}=x^{2}+y^{2}$ show that $\frac{\partial u}{\partial x}=\frac{x}{r}$ and $\frac{\partial u}{\partial y}=\frac{y}{r}$.

The partial derivatives are also functions of $x$ and $y$, so may be differentiated again. Thus we have

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\frac{\partial f}{\partial x}\right)=\frac{\partial^{2} f}{\partial x^{2}}=f_{x x}(x, y) \quad \text { and } \quad \frac{\partial}{\partial y}\left(\frac{\partial f}{\partial y}\right)=\frac{\partial^{2} f}{\partial y^{2}}=f_{y y}(x, y) \tag{1.14}
\end{equation*}
$$

But now we also have the mixed derivatives

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\frac{\partial f}{\partial y}\right) \quad \text { and } \quad \frac{\partial}{\partial y}\left(\frac{\partial f}{\partial x}\right) \tag{1.15}
\end{equation*}
$$

Except in special circumstances the order of differentiation is irrelevant so we obtain the mixed derivative rule

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\frac{\partial f}{\partial y}\right)=\frac{\partial}{\partial y}\left(\frac{\partial f}{\partial x}\right)=\frac{\partial^{2} f}{\partial x \partial y}=\frac{\partial^{2} f}{\partial y \partial x} \tag{1.16}
\end{equation*}
$$

In terms of the suffix notation the mixed derivative rule is $f_{x y}=f_{y x}$. A sufficient condition for this to hold is that both $f_{x y}$ and $f_{y x}$ are continuous, see equation 1.5 (page 14).

Similarly, differentiating $p$ times with respect to $x$ and $q$ times with respect to $y$, in any order, gives the same $n$th order derivative,

$$
\frac{\partial^{n} f}{\partial x^{p} \partial y^{q}} \quad \text { where } \quad n=p+q
$$

provided all the $n$th derivatives are continuous.

## Exercise 1.21

If $\Phi(x, y)=\exp \left(-x^{2} / y\right)$ show that $\Phi$ satisfies the equations

$$
\frac{\partial \Phi}{\partial x}=-\frac{2 x \Phi}{y} \quad \text { and } \quad \frac{\partial^{2} \Phi}{\partial x^{2}}=4 \frac{\partial \Phi}{\partial y}-\frac{2 \Phi}{y}
$$

## Exercise 1.22

Show that $u=x^{2} \sin (\ln y)$ satisfies the equation $2 y^{2} \frac{\partial^{2} u}{\partial y^{2}}+2 y \frac{\partial u}{\partial y}+x \frac{\partial u}{\partial x}=0$.
The generalisation of these ideas to functions of the $n$ variables $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is straightforward: the partial derivative of $f(\mathbf{x})$ with respect to $x_{k}$ is defined to be

$$
\begin{equation*}
\frac{\partial f}{\partial x_{k}}=\lim _{h \rightarrow 0} \frac{f\left(x_{1}, x_{2}, \cdots, x_{k-1}, x_{k}+h, x_{k+1}, \cdots, x_{n}\right)-f\left(x_{1}, x_{2}, \ldots, x_{n}\right)}{h} \tag{1.17}
\end{equation*}
$$

All other properties of the derivatives are the same as in the case of two variables, in particular for the $m$ th derivative the order of differentiation is immaterial provided all $m$ th derivatives are continuous.

## The total derivative

If $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a function of $n$ variables and if each of these variables is a function of the single variable $t$, we may form a new function of $t$ with the formula

$$
\begin{equation*}
F(t)=f\left(x_{1}(t), x_{2}(t), \cdots, x_{n}(t)\right) \tag{1.18}
\end{equation*}
$$

The derivative of $F(t)$ is given by the relation

$$
\begin{equation*}
\frac{d F}{d t}=\sum_{k=1}^{n} \frac{\partial f}{\partial x_{k}} \frac{d x_{k}}{d t} \tag{1.19}
\end{equation*}
$$

Normally, we write $f(t)$ rather than use a different symbol $F(t)$, and the left hand side of the above equation is written $\frac{d f}{d t}$. This derivative is named the total derivative of $f$. The proof of this when $n=2$ and $x^{\prime}$ and $y^{\prime}$ do not vanish near $(x, y)$ is sketched below; the generalisation to larger $n$ is straightforward. If $F(t)=f(x(t), y(t))$ then

$$
\begin{aligned}
F(t+\epsilon) & =f(x(t+\epsilon), y(t+\epsilon)) \\
& =f\left(x(t)+\epsilon x^{\prime}(t+\theta \epsilon), y(t)+\epsilon y^{\prime}(t+\phi \epsilon)\right), \quad 0<\theta, \phi<1
\end{aligned}
$$

where we have used the mean value theorem, equation 1.10. Write the right hand side in the form
$f\left(x+\epsilon x^{\prime}, y+\epsilon y^{\prime}\right)=\left[f\left(x+\epsilon x^{\prime}, y+\epsilon y^{\prime}\right)-f\left(x, y+\epsilon y^{\prime}\right)\right]+\left[f\left(x, y+\epsilon y^{\prime}\right)-f(x, y)\right]+f(t)$
so that

$$
\frac{F(t+\epsilon)-F(t)}{\epsilon}=\frac{f\left(x+\epsilon x^{\prime}, y+\epsilon y^{\prime}\right)-f\left(x, y+\epsilon y^{\prime}\right)}{\epsilon x^{\prime}} x^{\prime}+\frac{f\left(x, y+\epsilon y^{\prime}\right)-f(x, y)}{\epsilon y^{\prime}} y^{\prime}
$$

Thus, on taking the limit as $\epsilon \rightarrow 0$ we have

$$
\frac{d F}{d t}=\frac{\partial f}{\partial x} \frac{d x}{d t}+\frac{\partial f}{\partial y} \frac{d y}{d t}
$$

This result is remains true if either or both $x^{\prime}=0$ or $y^{\prime}=0$, but then more care is needed with the proof.

Equation 1.19 is used in chapter 3 to derive one of the most important results in the course: if the dependence of $\mathbf{x}$ upon $t$ is linear and $F(t)$ has the form

$$
F(t)=f(\mathbf{x}+t \mathbf{h})=f\left(x_{1}+t h_{1}, x_{2}+t h_{2}, \cdots, x_{n}+t h_{n}\right)
$$

where the vector $\mathbf{h}$ is constant and the variable $x_{k}$ has been replaced by $x_{k}+t h_{k}$, for
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$$
\begin{equation*}
\frac{d F}{d t}=\sum_{k=1}^{n} \frac{\partial f}{\partial x_{k}} h_{k} \tag{1.20}
\end{equation*}
$$

This result will also be used in section 1.3.9 to derive the Taylor series for several variables.

A variant of equation 1.18, which frequently occurs in the Calculus of Variations, is the case where $f(\mathbf{x})$ depends explicity upon the variable $t$, so this equation becomes

$$
F(t)=f\left(t, x_{1}(t), x_{2}(t), \cdots, x_{n}(t)\right)
$$

and then equation 1.19 acquires an additional term,

$$
\begin{equation*}
\frac{d F}{d t}=\frac{\partial f}{\partial t}+\sum_{k=1}^{n} \frac{\partial f}{\partial x_{k}} \frac{d x_{k}}{d t} \tag{1.21}
\end{equation*}
$$

The right hand side of equations 1.19 and 1.21 depend upon both $\mathbf{x}$ and $t$, but because $\mathbf{x}$ depends upon $t$ often these expressions are written in terms of $t$ only. In the Calculus of Variations this is usually not helpful because the dependence of both $\mathbf{x}$ and $t$, separately, is important: for instance we often require expressions like

$$
\frac{d}{d t}\left(\frac{\partial F}{\partial x_{1}}\right) \quad \text { and } \quad \frac{\partial}{\partial x_{1}}\left(\frac{d F}{d t}\right)
$$

The second of these expressions requires some clarification because $d F / d t$ contains the derivatives $x_{k}^{\prime}$. Thus

$$
\frac{\partial}{\partial x_{1}}\left(\frac{d F}{d t}\right)=\frac{\partial}{\partial x_{1}}\left(\frac{\partial f}{\partial t}+\sum_{k=1}^{n} \frac{\partial f}{\partial x_{k}} \frac{d x_{k}}{d t}\right)
$$

Since $x_{k}^{\prime}(t)$ is independent of $x_{1}$ for all $k$, this becomes

$$
\begin{aligned}
\frac{\partial}{\partial x_{1}}\left(\frac{d F}{d t}\right) & =\frac{\partial^{2} f}{\partial x_{1} \partial t}++\sum_{k=1}^{n} \frac{\partial^{2} f}{\partial x_{1} \partial x_{k}} \frac{d x_{k}}{d t} \\
& =\frac{d}{d t}\left(\frac{\partial F}{\partial x_{1}}\right)
\end{aligned}
$$

the last line being a consequence of the mixed derivative rule.

## Exercise 1.23

If $f(t, x, y)=x y-t y^{2}$ and $x=t^{2}, y=t^{3}$ show that

$$
\frac{d f}{d t}=-y^{2}+y \frac{d x}{d t}+\frac{d y}{d t}(x-2 t y)=t^{4}\left(5-7 t^{2}\right),
$$

and that

$$
\begin{aligned}
\frac{\partial}{\partial y}\left(\frac{d f}{d t}\right) & =\frac{d x}{d t}-2 y-2 t \frac{d y}{d t}=2 t\left(1-4 t^{2}\right) \\
\frac{d}{d t}\left(\frac{\partial f}{\partial y}\right) & =\frac{d}{d t}(x-2 t y)=\frac{d x}{d t}-2 y-2 t \frac{d y}{d t}
\end{aligned}
$$

## Exercise 1.24

If $F=\sqrt{1+x_{1} x_{2}}$, and $x_{1}$ and $x_{2}$ are functions of $t$, show by direct calculation of each expression that

$$
\frac{\partial}{\partial x_{1}}\left(\frac{d F}{d t}\right)=\frac{d}{d t}\left(\frac{\partial F}{\partial x_{1}}\right)=\frac{x_{1}^{\prime}}{2 \sqrt{1+x_{1} x_{2}}}-\frac{x_{2}\left(x_{1}^{\prime} x_{2}+x_{1} x_{2}^{\prime}\right)}{4\left(1+x_{1} x_{2}\right)^{3 / 2}} .
$$

## Exercise 1.25

Euler's formula for homogeneous functions
(a) If $f(x, y)$ is a function of two variables with the property $f(\lambda x, \lambda y)=\lambda^{p} f(x, y)$, for any constant $\lambda$ and any real number $p$, show that

$$
p f(x, y)=x f_{x}(x, y)+y f_{y}(x, y)
$$

Hint: use the total derivative formula 1.19 and differentiate with respect to $\lambda$.
(b) Find the equivalent result for homogeneous functions of $n$ variables that satisfy $f(\lambda \mathbf{x})=\lambda^{p} f(\mathbf{x})$.
(c) Show that if $f\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ is a homogeneous function of degree $p$, then each of the partial derivatives, $\partial f / \partial x_{k}, k=1,2, \cdots, n$, is homogeneous function of degree $p-1$.

### 1.3.7 Implicit functions

An equation of the form $f(x, y)=0$, where $f$ is a suitably well behaved function of both $x$ and $y$, can define a curve in the Cartesian plane, as illustrated in figure 1.5.


Figure 1.5 Diagram showing a typical curve defined by an equation of the form $f(x, y)=0$.

For some values of $x$ the equation $f(x, y)=0$ can be solved to yield one or more real values of $y$, which will give one or more functions of $x$. For instance the equation $x^{2}+y^{2}-1=0$ defines a circle in the plane and for each $x$ in $|x|<1$ there are two values of $y$, giving the two functions $y(x)= \pm \sqrt{1-x^{2}}$. A more complicated example is the equation $x-y+\sin (x y)=0$, which cannot be rearranged to express one variable in terms of the other.

Consider the smooth curve sketched in figure 1.5. On a segment in which the curve is not parallel to the $y$-axis the equation $f(x, y)=0$ defines a function $y(x)$. Such a function is said to be defined implicitly. The same equation will also define $x(y)$, that is $x$ as a function of $y$, provided the segment does not contain a point where the curve is parallel to the $x$-axis. This result, inferred from the picture, is a simple example of the implicit function theorem stated below.

Implicitly defined functions are important because they occur frequently as solutions of differential equations, see exercise 1.29 , but there are few, if any, general rules that help understand them. It is, however, possible to obtain relatively simple expressions for the first derivatives, $y^{\prime}(x)$ and $x^{\prime}(y)$.

We assume that $y(x)$ exists and is differentiable, as seems reasonable from figure 1.5, so $F(x)=f(x, y(x))$ is a function of $x$ only and we may use the chain rule 1.21 to differentiate with respect to $x$. This gives

$$
\frac{d F}{d x}=\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y} \frac{d y}{d x}
$$
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On the curve defined by $f(x, y)=0, F^{\prime}(x)=0$ and hence

$$
\begin{equation*}
\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y} \frac{d y}{d x}=0 \quad \text { or } \quad \frac{d y}{d x}=-\frac{f_{x}}{f_{y}} \tag{1.22}
\end{equation*}
$$

Similarly, if $x(y)$ exists and is differentiable a similar analysis using $y$ as the independent variable gives

$$
\begin{equation*}
\frac{\partial f}{\partial x} \frac{d x}{d y}+\frac{\partial f}{\partial y}=0 \quad \text { or } \quad \frac{d x}{d y}=-\frac{f_{y}}{f_{x}} \tag{1.23}
\end{equation*}
$$

This result is encapsulated in the Implicit Function Theorem which gives sufficient conditions for an equation of the form $f(x, y)=0$ to have a 'solution' $y(x)$ satisfying $f(x, y(x))=0$. We shall give a restricted version of it here.

## Theorem 1.3

Implicit Function Theorem: Suppose that $f: U \rightarrow R$ is a function with continuous partial derivatives defined in an open set $U \subseteq R^{2}$. If there is a point $(a, b) \in U$ for which $f(a, b)=0$ and $f_{y}(a, b) \neq 0$, then there are open intervals $I=\left(x_{1}, x_{2}\right)$ and $J=\left(y_{1}, y_{2}\right)$ such that $(a, b)$ lies in the rectangle $I \times J$ and for every $x \in I, f(x, y)=0$ determines exactly one value $y(x) \in J$ for which $f(x, y(x))=0$. The function $f: I \rightarrow J$ is continuous, differentiable, with the derivative given by equation 1.22 .
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## Exercise 1.26

In the case $f(x, y)=y-g(x)$ show that equations 1.22 and 1.23 leads to the relation

$$
\frac{d x}{d y}=\left(\frac{d y}{d x}\right)^{-1}
$$
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## Exercise 1.27

If $\ln \left(x^{2}+y^{2}\right)=2 \tan ^{-1}(y / x)$ find $y^{\prime}(x)$.
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## Exercise 1.28

If $x-y+\sin (x y)=0$ determine the values of $y^{\prime}(0)$ and $y^{\prime \prime}(0)$.

## Exercise 1.29

Show that the differential equation

$$
\frac{d y}{d x}=\frac{y-a^{2} x}{y+x}, \quad y(1)=\alpha>0
$$

has a solution defined by the equation
$\frac{1}{2} \ln \left(a^{2} x^{2}+y^{2}\right)+\frac{1}{a} \tan ^{-1}\left(\frac{y}{a x}\right)=A \quad$ where $\quad A=\frac{1}{2} \ln \left(a^{2}+\alpha^{2}\right)+\frac{1}{a} \tan ^{-1}\left(\frac{\alpha}{a}\right)$.
Hint: the equation may be put in separable form by defining a new dependent variable $v=y / x$.

The implicit function theorem can be generalised to deal with the set of functions

$$
\begin{equation*}
f_{k}(\mathbf{x}, \mathbf{t})=0, \quad k=1,2, \cdots, n \tag{1.24}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\mathbf{t}=\left(t_{1}, t_{2}, \ldots, t_{m}\right)$. These $n$ equations have a unique solution for each $x_{k}$ in terms of $\mathbf{t}, x_{k}=g_{k}(\mathbf{t}), k=1,2, \cdots, n$, in the neighbourhood of $\left(\mathbf{x}_{0}, \mathbf{t}_{0}\right)$ provided that at this point the derivatives $\partial f / \partial x_{k}$, exist and that the determinant

$$
J=\left|\begin{array}{cccc}
\frac{\partial f_{1}}{\partial x_{1}} & \frac{\partial f_{1}}{\partial x_{2}} & \cdots & \frac{\partial f_{1}}{\partial x_{n}}  \tag{1.25}\\
\frac{\partial f_{2}}{\partial x_{1}} & \frac{\partial f_{2}}{\partial x_{2}} & \cdots & \frac{\partial f_{2}}{\partial x_{n}} \\
\vdots & \vdots & & \vdots \\
\frac{\partial f_{n}}{\partial x_{1}} & \frac{\partial f_{n}}{\partial x_{2}} & \cdots & \frac{\partial f_{n}}{\partial x_{n}}
\end{array}\right|
$$

label:
eq:vp1-imp04
is not zero. Furthermore all the functions $g_{k}(\mathbf{t})$ have continuous first derivatives. The determinant $J$ is named the Jacobian determinant.

## Exercise 1.30

Show that the equations $x=r \cos \theta, y=r \sin \theta$ can be inverted to give functions $r(x, y)$ and $\theta(x, y)$ in every open set of the plane that does not include the origin.

### 1.3.8 Taylor series for one variable

The Taylor series is a method of representing a given sufficiently well behaved function in terms of an infinite power series, defined in the following theorem.

## Theorem 1.4

Taylor's Theorem: If $f(x)$ is a function defined on $x_{1} \leq x \leq x_{2}$ such that $f^{(n)}(x)$ is continuous for $x_{1} \leq x \leq x_{2}$ and $f^{(n+1)}(x)$ exists for $x_{1}<x<x_{2}$, then if $a \in\left[x_{1}, x_{2}\right]$ for every $x \in\left[x_{1}, x_{2}\right]$

$$
\begin{equation*}
f(x)=f(a)+(x-a) f^{\prime}(a)+\frac{(x-a)^{2}}{2!} f^{\prime \prime}(a)+\cdots+\frac{(x-a)^{n}}{n!} f^{(n)}(a)+R_{n+1} \tag{1.26}
\end{equation*}
$$
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The remainder term, $R_{n+1}$, can be expressed in the form

$$
\begin{equation*}
R_{n+1}=\frac{(x-a)^{n+1}}{(n+1)!} f^{(n+1)}(a+\theta h) \quad \text { for some } 0<\theta<1 \text { and } h=x-a \tag{1.27}
\end{equation*}
$$

If all derivatives of $f(x)$ are continuous for $x_{1} \leq x \leq x_{2}$, and if the remainder term $R_{n} \rightarrow 0$ as $n \rightarrow \infty$ in a suitable manner we may take the limit to obtain the infinite series

$$
\begin{equation*}
f(x)=\sum_{k=0}^{\infty} \frac{(x-a)^{k}}{k!} f^{(k)}(a) \tag{1.28}
\end{equation*}
$$

The infinite series 1.28 is known as Taylor's series, and the point $x=a$ the point of expansion. A similar series exists when $x$ takes complex values.

Care is needed when taking the limit of 1.26 as $n \rightarrow \infty$, because there are cases then the infinite series on the right hand side of equation 1.28 does not equal $f(x)$.

If, however, the Taylor series converges to $f(x)$ at $x=\xi$ then for any $x$ closer to $a$ than $\xi$, that is $|x-a|<|\xi-a|$, the series converges to $f(x)$. This caveat is necessary because of the strange example $g(x)=\exp \left(-1 / x^{2}\right)$ for which all derivatives are continuous and are zero at $x=0$; for this function the Taylor series about $x=0$ can be shown to exist, but for all $x$ it converges to zero rather than $g(x)$. This means that for any well behaved function, $f(x)$ say, with a Taylor series that converges to $f(x)$ a different function, $f(x)+g(x)$ can be formed whose Taylor series converges, but to $f(x)$ not $f(x)+g(x)$. This strange behaviour is not uncommon in functions arising from physical problems; however, it is ignored in this course and we shall assume that the Taylor series derived from a function converges to it in some interval.

The series 1.28 was first published by Brook Taylor (1685-1731) in 1715: the result obtained by putting $a=0$ was discovered by Stirling (1692-1770) in 1717 but first published by Maclaurin (1698-1746) in 1742. With $a=0$ this series is therefore often known as Maclaurin's series.

In practice, of course, it is usually impossible to sum the infinite series 1.28 , so it is necessary to truncate it at some convenient point and this requires knowledge of how, or indeed whether, the series converges to the required value. Truncation gives rise to the Taylor polynomials, with the order- $n$ polynomial given by

$$
\begin{equation*}
f(x)=\sum_{k=0}^{n} \frac{(x-a)^{k}}{k!} f^{(k)}(a) \tag{1.29}
\end{equation*}
$$

The series 1.28 is an infinite series of the functions $(x-a)^{n} f^{(n)}(a) / n!$ and summing these requires care. A proper understanding of this process requires careful definitions of convergence which may be found in any text book on analysis. For our purposes, however, it is sufficient to note that in most cases there is a real number, $r_{c}$, named the radius of convergence, such that if $|x-a|<r_{c}$ the infinite series is well mannered and behaves like a finite sum: the value of $r_{c}$ can be infinite, in which case the series converges for all $x$.

If the Taylor series of $f(x)$ and $g(x)$ have radii of convergence $r_{f}$ and $r_{g}$ repectively, then the Taylor series of $\alpha f(x)+\beta g(x), f(x) g(x) f(g(x))$ and $g(f(x))$ exist and have the radius of convergence $\min \left(r_{f}, r_{g}\right)$ : also Taylor series may be integrated and differentiated to give the Taylor series of the integral and derivative of the original function, and with the same radius of convergence.

Formally, the $n$th Taylor polynomial of a function is formed from its first $n$ derivatives at the point of expansion. In practice, however, the calculation of high-order derivatives is very awkward and it is often easier to proceed by other means, which rely upon ingenuity. A simple example is the Taylor series of $\ln (1+\tanh x)$, to fourth order; this is most easily obtained using the known Taylor expansions of $\ln (1+z)$ and $\tanh x$,

$$
\ln (1+z)=z-\frac{z^{2}}{2}+\frac{z^{3}}{3}-\frac{z^{4}}{4}+O\left(z^{5}\right) \quad \text { and } \quad \tanh x=x-\frac{x^{3}}{3}+\frac{2 x^{5}}{15}+O\left(x^{7}\right)
$$

and then put $z=\tanh x$ retaining only the appropriate order of the series expansion. Thus

$$
\begin{aligned}
\ln (1+\tanh x) & =\left[x-\frac{x^{3}}{3}+O\left(x^{5}\right)\right]-\left[\frac{x^{2}}{2}\left(1-\frac{x^{2}}{3}+\cdots\right)^{2}\right]+\frac{x^{3}}{3}-\frac{x^{4}}{4}+O\left(x^{5}\right) \\
& =x-\frac{x^{2}}{2}+\frac{x^{4}}{12}+O\left(x^{5}\right)
\end{aligned}
$$

This method is far easier than computing the four required derivatives of the original function.

For $|x-a|>r_{c}$ the infinite sum 1.28 does not exist. It follows that knowledge of $r_{c}$ is important. It can be shown that, in most cases of practical interest, its value is given by either of the limits

$$
\begin{equation*}
r_{c}=\lim _{n \rightarrow \infty}\left|\frac{a_{n}}{a_{n+1}}\right| \quad \text { or } \quad r_{c}=\lim _{n \rightarrow \infty}\left|a_{n}\right|^{-1 / n} \quad \text { where } \quad a_{k}=\frac{f^{(k)}(a)}{k!} \tag{1.30}
\end{equation*}
$$

Usually the first expression is most useful. Typically, we have, for large $n$

$$
\left|\frac{n!}{f^{(n)}(a)}\right|^{1 / n}=r_{c}(1+O(1 / n)) \quad \text { so that } \quad \frac{n!}{f^{(n)}(a)}=A r_{c}^{n}(1+O(1 / n))
$$

for some constant $A$. Then the $n$th term of the series behaves as $\left((a-x) / r_{c}\right)^{n}$, and decreases rapidly with increasing $n$ provided $|a-x|<r_{c}$ and $n$ is sufficiently large.

Superficially, the Taylor series appears to be a useful representation and a good approximation. In general this is not true unless $|a-x|$ is small; for practical applications far more efficient approximations exist - that is they achieve the same accuracy for far less work. The basic problem is that the Taylor expansion uses knowledge of the
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function at one point only, and the larger $|x-a|$ the more terms are required for a given accuracy. More sensible approximations, on a given interval, take into account information from the whole interval: we describe some approximations of this type later in the course.

The first practical problem is that the remainder term, equation 1.27, depends upon $\theta$, the value of which is unknown. Hence $R_{n}$ cannot be computed; also, it is normally difficult to estimate.

Now consider the magnitude of the $n$th term in the Taylor series in order to understand how these series converge: this type of analysis is important for any numerical evaluation of power series. The $n$th term is a product of $(x-a)^{n} / n!$ and $f^{(n)}(a)$. Using Stirling's approximation,

$$
\begin{equation*}
n!=\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}(1+O(1 / n)) \tag{1.31}
\end{equation*}
$$

we can approximate the first part of this product by,

$$
\begin{equation*}
\left|\frac{(x-a)^{n}}{n!}\right| \simeq \frac{1}{\sqrt{2 \pi n}}\left(\frac{e|x-a|)}{n}\right)^{n}=g_{n} \tag{1.32}
\end{equation*}
$$

The expression $g_{n}$ decreases very rapidly with increasing $n$, provided $n$ is large enough. Hence the term $|x-a|^{n} / n$ ! may be made as small as we please. But for practical applications this is not sufficient; in figure 1.6 we plot a graph of the values of $\log \left(g_{n}\right)$, that is the logarithm to the base 10 , for $x-a=10$.


Figure 1.6 Graph showing the value of $\log \left(g_{n}\right)$, equation 1.32 , for $x-a=10$. For clarity we have joined the points with a continuous line.

In this example the maximum of $g_{n}$ is at $n=10$ and has a value of about 2500 , before it starts to decrease. It is fairly simple to show that that $g_{n}$ has a maximum at $n \simeq|x-a|$ and here its value is $\max \left(g_{n}\right) \simeq \exp (|x-a|) / \sqrt{2 \pi|x-a|}$.

The value of $f^{(n)}(a)$ is also difficult to estimate, but it usually increases rapidly with $n$. Bizarrely, in many cases of interest, this behaviour depends upon the behaviour of $f(z)$, where $z$ is a complex variable. An understanding of this requires a study of Complex Variable Theory, which is beyond the scope of this chapter. Instead we illustrate the behaviour of Taylor polynomials with a simple examples.

First consider the Taylor series of $\sin x$, about $x=0$,

$$
\begin{equation*}
\sin x=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}+\cdots+(-1)^{n-1} \frac{x^{2 n-1}}{(2 n-1)!}+\cdots \tag{1.33}
\end{equation*}
$$

which is derived in exercise 1.31 .

Note that only odd powers occur and because $\sin x$ is an odd function and also that the radius of convergence is infinite. In figure 1.7 we show graphs of this series, truncated at $x^{2 n-1}$ with $n=1,4,8$ and 15 for $0<x<4 \pi$.


Figure 1.7 Graph comparing the Taylor polynomials, of order $n$, for the sine function with the exact function, the dashed line.

These graphs show that for large $x$ it is necessary to include many terms in the series to obtain an accurate representation of $\sin x$. The reason is simply that for fixed, large $x$, $x^{2 n-1} /(2 n-1)$ ! is very large at $n=x$, as shown in figure 1.6. Because the terms of this series alternate in sign the large terms in the early part of the series partially cancel and cause problems when approximating a function $O(1)$. It is worth noting that as a consequence of this behaviour using a computer having finite accuracy there is value of $x$ beyond which the Taylor series for $\sin x$ gives incorrect values, despite the fact that formally it converges for all $x$.

## Exercise 1.31

## Exponentional and Trigonometric functions

If $f(x)=\exp (i x)$ show that $f^{(n)}(x)=i^{n} \exp (i x)$ and hence that its Taylor series is

$$
e^{i x}=\sum_{k=0}^{\infty} \frac{(i x)^{k}}{k!}
$$

Show that the radius of convergence of this series in infinite. Deduce that

$$
\begin{aligned}
\cos x & =1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}+\cdots+\frac{(-1)^{n} x^{2 n}}{(2 n)!}+\cdots, \\
\sin x & =x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}+\cdots+\frac{(-1)^{n} x^{2 n-1}}{(2 n-1)!}+\cdots
\end{aligned}
$$

## Exercise 1.32

## Binomial expansion

Show that the Taylor series of $(1+a)^{a}$ is

$$
(1+x)^{a}=1+a x+\frac{1}{2} a(a-1) x^{2}+\cdots \frac{a(a-1)(a-2) \cdots(a-k+1)}{k!} x^{k}+\cdots .
$$

When $a=n$ is an integer this series terminates at $k=n$ and becomes the binomial expansion

$$
(1+x)^{n}=\sum_{k=0}^{n}\binom{n}{k} x^{k} \quad \text { where } \quad\binom{n}{k}=\frac{n!}{k!(n-k)!}
$$

are the binomial coefficients.

## Exercise 1.33

If $f(x)=\tan x$ find the first three derivatives to show that $\tan x=x+\frac{1}{3} x^{3}+O\left(x^{5}\right)$.
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## Exercise 1.34

The Natural Logarithm
(a) Show that $\frac{1}{1+t}=1-t+t^{2}+\cdots+(-1)^{n} t^{n}+\cdots$ and use the definition of the natural logarithm,

$$
\ln (1+x)=\int_{0}^{x} d t \frac{1}{1+t}
$$

to show that

$$
\ln (1+x)=x-\frac{x^{2}}{2}+\frac{x^{3}}{3}+\cdots+\frac{(-1)^{n-1} x^{n}}{n}+\cdots
$$

(b) For which values of $x$ is this expression valid.
(c) Use this result to show that

$$
\ln \left(\frac{1+x}{1-x}\right)=2\left(x+\frac{x^{3}}{3}+\cdots+\frac{x^{2 n-1}}{2 n-1}+\cdots\right) .
$$

## Exercise 1.35

Use the definition $\tan ^{-1} x=\int_{0}^{x} d t\left(1+t^{2}\right)^{-1}$ to show that for $|x|<1$,

$$
\tan ^{-1} x=\sum_{k=0}^{\infty} \frac{(-1)^{k} x^{2 k+1}}{2 k+1}
$$

## Exercise 1.36

Show that

$$
\ln (1+\sinh x)=x-\frac{x^{2}}{2}+\frac{x^{3}}{2}-\frac{5 x^{4}}{12}+O\left(x^{5}\right)
$$

## Exercise 1.37

Obtain the first five terms of the Taylor series of the function that satisfies the equation

$$
(1+x) \frac{d y}{d x}=1+x y+y^{2}, \quad y(0)=0
$$

Hint: use Leibniz's rule given in exercise 1.15 (page 19) to differentiate the equation $n$ times.
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### 1.3.9 Taylor series for several variables

The Taylor expansion of a function $f: R^{n} \rightarrow R$ is trivially derived from the Taylor expansion of a function of one variable, using the the chain rule, in particular the version described in equation 1.21 (page 24). The only difficulty is that the algebra very quickly becomes unwieldy with increasing order.

We require the expansion of $f(\mathbf{x})$ about $\mathbf{x}=\mathbf{a}$, so we need to represent $f(\mathbf{a}+\mathbf{h})$ as some sort of power series in $\mathbf{h}$. To this end, define a function of the single variable $t$ by the relation

$$
F(t)=f(\mathbf{a}+t \mathbf{h}) \quad \text { so } \quad F(0)=f(\mathbf{a})
$$

and $F(t)$ gives values of $f(\mathbf{x})$ on the straight line joining $\mathbf{a}$ to $\mathbf{a}+\mathbf{h}$. The Taylor series of $F(t)$ about $t=0$ is, on using equation 1.26 (page 28),

$$
\begin{equation*}
F(t)=F(0)+t F^{\prime}(0)+\frac{t^{2}}{2!} F^{\prime \prime}(0)+\cdots+\frac{t^{n}}{n!} F^{(n)}(0)+R_{n+1} \tag{1.34}
\end{equation*}
$$

which we assume to exist for $|t| \leq 1$. Now we need only express the derivatives $F^{(n)}(0)$ in terms of the partial derivatives of $f(\mathbf{x})$. Equation 1.21 (page 24) gives

$$
F^{\prime}(0)=\sum_{k=1}^{n} f_{x_{k}}(\mathbf{a}) h_{k}
$$

Hence the first-order Taylor polynomial is
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$$
\begin{equation*}
f(\mathbf{a}+\mathbf{h})=f(\mathbf{a})+\sum_{k=1}^{n} h_{k} f_{x_{k}}(\mathbf{a})+R_{2}=f(\mathbf{a})+\mathbf{h} \cdot \frac{\partial f}{\partial \mathbf{a}}+R_{2} \tag{1.35}
\end{equation*}
$$

where $R_{2}$ is the remainder term which is second order in $\mathbf{h}$. Here we have introduced the notation $\partial f / \partial \mathbf{x}$ for the vector function,

$$
\frac{\partial f}{\partial \mathbf{x}}=\left(\frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, \cdots, \frac{\partial f}{\partial x_{n}}\right) \quad \text { with the scalar product } \quad \mathbf{h} \cdot \frac{\partial f}{\partial \mathbf{x}}=\sum_{k=1}^{n} h_{k} \frac{\partial f}{\partial x_{k}}
$$

The remaining terms are derived in exactly the same manner, but the algebra quickly becomes cumbersome.

For the second derivative we simply differentiate equation 1.21 again,

$$
F^{\prime \prime}(t)=\sum_{k=1}^{n} h_{k} \frac{d}{d t} f_{x_{k}}(\mathbf{a}+t \mathbf{h})=\sum_{k=1}^{n} h_{k}\left(\sum_{i=1}^{n} h_{i} f_{x_{k} x_{i}}(\mathbf{a}+t \mathbf{h})\right)
$$

Hence, we have
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$$
\begin{align*}
F^{\prime \prime}(0) & =\sum_{k=1}^{n} h_{k} \sum_{i=1}^{n} h_{i} f_{x_{k} x_{i}}(\mathbf{a}) \\
& =\sum_{k=1}^{n} h_{k}^{2} f_{x_{k} x_{k}}(\mathbf{a})+2 \sum_{k=1}^{n-1} \sum_{i=k+1}^{n} h_{k} h_{i} f_{x_{k} x_{i}}(\mathbf{a}) \tag{1.36}
\end{align*}
$$

where the second relation comprises fewer terms because the mixed derivative rule has been used. Similarly, we see that

$$
F^{(3)}(0)=\sum_{k=1}^{n} h_{k}\left(\sum_{i=1}^{n} h_{i}\left(\sum_{j=1}^{n} h_{j} f_{x_{k} x_{i} x_{j}}(\mathbf{a})\right)\right) .
$$
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Thus to second order the Taylor series is

$$
\begin{equation*}
f(\mathbf{a}+\mathbf{h})=f(\mathbf{a})+\sum_{k=1}^{n} h_{k} f_{x_{k}}(\mathbf{a})+\frac{1}{2!}\left(\sum_{k=1}^{n} h_{k} \sum_{i=1}^{n} h_{i} f_{x_{k} x_{i}}(\mathbf{a})\right)+R_{3} \tag{1.37}
\end{equation*}
$$

The remainder term for the series for $F(t)$ is given in equation 1.27 and so for the series for $f$ we have

$$
R_{n+1}=\frac{1}{(n+1)!} F^{(n+1)}(\theta) \quad \text { for some } \quad 0<\theta<1
$$

Because the high order derivatives are so cumbersome and for the practical reasons discussed in section 1.3.8, in particular figure 1.7 (page 31), Taylor series for two or more variables are rarely used beyond the second-order term. This term, however, is important for the classification of stationary points, considered in chapter 6 .

## Exercise 1.38

Find the Taylor expansions about $x=y=0$, up to and including the second-order terms, of the functions
(a) $f(x, y)=\sin x \sin y$,
(b) $f(x, y)=\sin \left(x+e^{-y}-1\right)$.

### 1.3.10 L'Hospital's rule

Ratios of functions occur frequently and if

$$
\begin{equation*}
R(x)=\frac{f(x)}{g(x)} \tag{1.38}
\end{equation*}
$$

the value of $R(x)$ is normally computed by dividing the value of $f(x)$ by the value of $g(x)$ : this works provided $g(x)$ is not zero at the point in question, $x=a$ say. If $g(x)$ and $f(x)$ are simultaneously zero at $x=a$, the value of $R(a)$ may be redefined as a limit. For instance if

$$
\begin{equation*}
R(x)=\frac{\sin x}{x} \tag{1.39}
\end{equation*}
$$

then the value of $R(0)$ is not defined, though $R(x)$ does tend to the limit $R(x) \rightarrow 1$ as $x \rightarrow 0$. Here we show how this limit may be computed using L'Hospital's rule and its extensions.

Suppose that at $x=a, f(a)=g(a)=0$ and that each function has a Taylor series about $x=a$, with finite radii of convergence: thus near $x=a$ we have for small, non-zero $|\epsilon|$,

$$
R(a+\epsilon)=\frac{f(x+\epsilon)}{g(a+\epsilon)}=\frac{\epsilon f^{\prime}(a)+O\left(\epsilon^{2}\right)}{\epsilon g^{\prime}(a)+O\left(\epsilon^{2}\right)}=\frac{f^{\prime}(a)}{g^{\prime}(a)}+O(\epsilon) \quad \text { provided } \quad g^{\prime}(a) \neq 0 .
$$

Hence, on taking the limit $\epsilon \rightarrow 0$, we obtain the result given by the following theorem.

## Theorem 1.5

L'Hospital's rule. Suppose that $f(x)$ and $g(x)$ are real and differentiable for $-\infty \leq$ $a<x<b \leq \infty$. If

$$
\lim _{x \rightarrow a} f(x)=\lim _{x \rightarrow a} g(x)=0 \quad \text { or } \quad \lim _{x \rightarrow a} g(x)=\infty
$$

then

$$
\begin{equation*}
\lim _{x \rightarrow a} \frac{f(x)}{g(x)}=\lim _{x \rightarrow a} \frac{f^{\prime}(x)}{g^{\prime}(x)} \tag{1.40}
\end{equation*}
$$

More generally if $f^{(k)}(a)=g^{(k)}(a)=0, k=0,1, \cdots, n-1$ and $g^{(n)}(a) \neq 0$ then

$$
\lim _{x \rightarrow a} \frac{f(x)}{g(x)}=\lim _{x \rightarrow a} \frac{f^{(n)}(x)}{g^{(n)}(x)}
$$

Consider the function defined by equation 1.39; at $x=0$ L'Hospital's rule gives

$$
R(0)=\lim _{x \rightarrow 0} \frac{\sin x}{x}=\lim _{x \rightarrow 0} \frac{\cos x}{1}=1
$$

## Exercise 1.39

Find the values of the following limits:
(a) $\lim _{x \rightarrow a} \frac{\cosh x-\cosh a}{\sinh x-\sinh a}$,
(b) $\lim _{x \rightarrow 0} \frac{\sin x-x}{x \cos x-x}$,
(c) $\lim _{x \rightarrow 0} \frac{3^{x}-3^{-x}}{2^{x}-2^{-x}}$.
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## Exercise 1.40

(a) If $f(a)=g(a)=0$ and $\lim _{x \rightarrow a} \frac{f^{\prime}(x)}{g^{\prime}(x)}=\infty$ show that $\lim _{x \rightarrow a} \frac{f(x)}{g(x)}=\infty$.
(b) If both $f(x)$ and $g(x)$ are positive in a neighbourhood of $x=a$, tend to infinity as $x \rightarrow a$ and $\lim _{x \rightarrow a} \frac{f^{\prime}(x)}{g^{\prime}(x)}=A$ show that $\lim _{x \rightarrow a} \frac{f(x)}{g(x)}=A$.

### 1.3.11 Integration

The study of integration arose from the need to compute areas and volumes. The theory of integration was developed independently from the theory of differentiation and the Fundamental Theorem of Calculus, described in note P I on page 37, relates these processes. It should be noted, however, that Newton knew of the relation between gradients and areas and exploited it in his development of the subject.

In this section we provide a very brief outline of the simple theory of integration and discuss some of the methods used to evaluate integrals. This section is included for reference purposes; however, although the theory of integration is not central to the main topic of this course, you should be familiar with its contents. The important idea, needed in chapter 3 , is that of differentiating with respect to a parameter, or 'differentiating under the integral sign' described in equation 1.47 (page 39).

In this discussion of integration we use an intuitive notion of area and refer the reader to suitable texts, Apostol (1963), Rudin (1976) or Whittaker and Watson (1965) for instance, for a rigorous treatment.

If $f(x)$ is a real, continuous function of the interval $a \leq x \leq b$, it is intuitively clear that the area between the graph and the $x$-axis can be approximated by the sum of the areas of a set of rectangles as shown by the dashed lines in figure 1.8.
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Figure 1.8 Diagram showing how the area under the curve $y=$ $f(x)$ may be approximated by a set of rectangles. The intervals $x_{k}-x_{k-1}$ need not be the same length.

In general the closed interval $a \leq x \leq b$ may be partitioned by a set of $n-1$ distinct, ordered points

$$
a=x_{0}<x_{1}<x_{2}<\cdots<x_{n-1}<x_{n}=b
$$

to produce $n$ sub-divisions: in figure $1.8 n=6$ and the spacings are equal. On each interval we construct a rectangle: on the $k$ th rectangle the height is $f\left(l_{k}\right)$ chosen to be the smallest value of $f(x)$ in the interval. These rectangles are shown in the figure. Another set of rectangles of height $f\left(h_{k}\right)$ chosen to be the largest value of $f(x)$ in the interval can also be formed. If $A$ is the area under the graph it follows that

$$
\begin{equation*}
\sum_{k=1}^{n}\left(x_{k}-x_{k-1}\right) f\left(l_{k}\right) \leq A \leq \sum_{k=1}^{n}\left(x_{k}-x_{k-1}\right) f\left(h_{k}\right) \tag{1.41}
\end{equation*}
$$

This type of approximation underlies the simplest numerical methods of approximating integrals and, as will be seen in chapter 3, is the basis of Euler's approximations to variational problems.

The theory of integration developed by Riemann (1826-1866) shows that for continuous functions these two bounds approach each other, as $n \rightarrow \infty$ in a meaningful manner, and defines the wider class of functions for which this limit exists. When these limits exist their common value is named the integral of $f(x)$ and is denoted by

$$
\begin{equation*}
\int_{a}^{b} d x f(x) \quad \text { or } \quad \int_{a}^{b} f(x) d x \tag{1.42}
\end{equation*}
$$

In this context the function $f(x)$ is named the integrand, and $b$ and $a$ the upper and lower integration limits, or just limits. It can be shown that the integral exists for bounded, piecewise continuous functions and also some unbounded functions.

From this definition the following elementary properties can be derived.

P I: If $F(x)$ is a continuous function and $F^{\prime}(x)=f(x)$ then $F(x)=F(a)+\int_{a}^{x} d t f(t)$. This is the Fundamental theorem of Calculus and is important because it provides one of the most useful tools for evaluating integrals.

P II: $\int_{a}^{b} d x f(x)=-\int_{b}^{a} d x f(x)$.
P III: $\quad \int_{a}^{b} d x f(x)=\int_{a}^{c} d x f(x)+\int_{c}^{b} d x f(x)$ provided all integrals exist. Note, it is not necessary that $c$ lies in the interval $(a, b)$.
P IV: $\int_{a}^{b} d x(\alpha f(x)+\beta g(x))=\alpha \int_{a}^{b} d x f(x)+\beta \int_{a}^{b} d x g(x)$, where $\alpha$ and $\beta$ are real or complex numbers.
P V: $\left|\int_{a}^{b} d x f(x)\right| \leq \int_{a}^{b} d x|f(x)|$. This is the analogue of the finite sum inequality $\left|\sum_{k=1}^{n} a_{k}\right| \leq \sum_{k=1}^{n}\left|a_{k}\right|$, where $a_{k}, k=1,2, \cdots, n$, are a set of complex numbers or functions.
P VI: The Hölder inequality: if $\frac{1}{p}+\frac{1}{q}=1, p>1$ and $q>1$ then

$$
\left|\int_{a}^{b} d x f(x) g(x)\right| \leq\left(\int_{a}^{b} d x|f(x)|^{p}\right)^{1 / p}\left(\int_{a}^{b} d x|g(x)|^{q}\right)^{1 / q}
$$

is valid for complex functions $f(x)$ and $g(x)$ with equality if and only if $|f(x)|^{p}|g(x)|^{-q}$ and $\arg (f g)$ are independent of $x$. This is the analogue of the finite sum inequality

$$
\sum_{k=1}^{n}\left|a_{k} b_{k}\right| \leq\left(\sum_{k=1}^{n}\left|a_{k}\right|^{p}\right)^{1 / p}\left(\sum_{k=1}^{n}\left|b_{k}\right|^{q}\right)^{1 / q}, \quad \frac{1}{p}+\frac{1}{q}=1
$$

with equality if and only if $\left|a_{n}\right|^{p}\left|b_{n}\right|^{-q}$ and $\arg \left(a_{n} b_{n}\right)$ are independent of $n$ (or $a_{k}=0$ for all $k$ or $b_{k}=0$ for all $k$ ).
When $p=q=2$ this becomes the Cauchy-Schwarz inequality, which is sometimes named the Cauchy inequality and sometimes the Schwarz inequality.

Sometimes it is convenient to ignore the integration limits, here $a$ and $b$, and write $\int d x f(x)$ : this is named the indefinite integral: its value is undefined to within an additive constant. However, it is almost always possible to express problems in terms of definite integrals - that is, those with limits.

The theory of integration is concerned with understanding the nature of the integration process and with extending these simple ideas to deal with wider classes of functions. The sciences are largely concerned with evaluating integrals, that is converting integrals to numbers or functions that can be understood: most of the techniques available for this activity were developed in the nineteenth century or before, and we describe them later in this section.

There are two important extensions to the integral defined above. If either or both $-a$ and $b$ tend to infinity we define an infinite integral as a limit of integrals: thus if $b \rightarrow \infty$ we have

$$
\begin{equation*}
\int_{a}^{\infty} d x f(x)=\lim _{b \rightarrow \infty}\left(\int_{a}^{b} d x f(x)\right) \tag{1.43}
\end{equation*}
$$

assuming the limit exists. There are similar definitions for

$$
\int_{-\infty}^{b} d x f(x) \quad \text { and } \quad \int_{-\infty}^{\infty} d x f(x)
$$

however, it should be noted that the limit

$$
\lim _{a \rightarrow \infty} \int_{-a}^{a} d x f(x) \quad \text { may exist, but the limit } \lim _{a \rightarrow \infty} \lim _{b \rightarrow \infty} \int_{-b}^{a} d x f(x)
$$

may not. An example is $f(x)=x /\left(1+x^{2}\right)$ for which

$$
\int_{-b}^{a} d x \frac{x}{1+x^{2}}=\frac{1}{2} \ln \left(\frac{1+a^{2}}{1+b^{2}}\right)
$$

If $a=b$ the right hand side is zero for all $a$ (because $f(x)$ is an odd function) and the first limit is zero: if $a \neq b$ the second limit does not exist.

Whether or not infinite integrals exist depends upon the behaviour of $f(x)$ as $|x| \rightarrow \infty$. Consider the limit 1.43. If $f(x) \neq 0$ for some $X>0$, the limit exist provided $|f(x)| \rightarrow 0$ faster than $x^{-\alpha}, \alpha>1$ : if $f(x)$ decays to zero slower than $1 / x^{1-\epsilon}$, for any $\epsilon>0$ the integral diverges, see however exercise 1.50, (page 41).

If the integrand is oscillatory, however, cancellation between the positive and negative parts of the integral gives convergence when the magnitude of the integrand tends to zero. In this case we have the following useful theorem from 1853, due to Chartier.

## Theorem 1.6

If $f(x) \rightarrow 0$ monotonically as $x \rightarrow \infty$ and if $\left|\int_{a}^{x} d t \phi(t)\right|$ is bounded as $x \rightarrow \infty$ then $\int_{a}^{\infty} d x f(x) \phi(x)$ exists.

For instance if $\phi(x)=\sin (\lambda x)$, and $f(x)=x^{-\alpha}, 0<\alpha<2$ this shows that $\int_{0}^{\infty} d x x^{-\alpha} \sin \lambda x$ exists: if $\alpha=1$ its value is $\pi / 2$, for any $\lambda>0$. It should be mentioned that the very cancellation, mentioned above, which ensures convergence can also cause difficulties when evaluating such integrals numerically.

The second important extension deals with integrands that are unbounded. Suppose that $f(x)$ is unbounded at $x=a$, then we define

$$
\begin{equation*}
\int_{a}^{b} d x f(x)=\lim _{\epsilon \rightarrow 0_{+}} \int_{a+\epsilon}^{b} d x f(x) \tag{1.44}
\end{equation*}
$$

provided the limit exists. For functions unbounded at an interior point the natural extension to P III is used. As a general rule, provided $|f(x)|$ tends to infinity slower $|x-a|^{\beta}, \beta>-1$, the integral exists, which is why, in the previous example, we needed $\alpha<2$; note that if $f(x)=O(\ln (x-a))$, as $x \rightarrow a$, it is integrable.

The evaluation of integrals of any complexity is normally difficult, or impossible, but there are a few tools that help. The main technique is to use the Fundamental theorem of Calculus in reverse and simply involves recognising those $F(x)$ whose derivative is the integrand: this requires practice and ingenuity. The main purpose of the other tools is to convert integrals into recognisable types. The first is integration by parts, derived from the product rule for differentiation:

$$
\begin{equation*}
\int_{a}^{b} d x u \frac{d v}{d x}=[u v]_{a}^{b}-\int_{a}^{b} d x \frac{d u}{d x} v \tag{1.45}
\end{equation*}
$$

The second method is to change variables:
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where $x=g(t), g(A)=a, g(B)=b$, and $g(t)$ is monotonic for $A<t<B$. In these circumstances the Leibniz notation is helpfully transparent because $\frac{d x}{d t}$ can be treated like a fraction, so making the equation easier to remember. The geometric significance of this formula is simply that the small element of length $\delta x$, at $x$, becomes the element of length $\delta x=g^{\prime}(t) \delta t$, where $x=g(t)$, under the variable change.

The third method involves the differentiation of a parameter. Consider a function $f(x, u)$ of two variables, which is integrated with respect to $x$, then

$$
\begin{equation*}
\frac{d}{d u} \int_{a(u)}^{b(u)} d x f(x, u)=f(b, u) \frac{d b}{d u}-f(a, u) \frac{d a}{d u}+\int_{a(u)}^{b(u)} d x \frac{\partial f}{\partial u} \tag{1.47}
\end{equation*}
$$

provided $a(u)$ and $b(u)$ are differentiable and $f_{u}(x, u)$ is a continuous function of both variables, see equation 1.5. If neither limit depends upon $u$ the first two terms on the right hand side vanish. A simple example shows how this method can work. Consider the integral

$$
I(u)=\int_{0}^{\infty} d x e^{-x u}, \quad u>0
$$

The derivatives are

$$
I^{\prime}(u)=-\int_{0}^{\infty} d x x e^{-x u} \quad \text { and, in general, } \quad I^{(n)}(u)=(-1)^{n} \int_{0}^{\infty} d x x^{n} e^{-x u}
$$

But the original integral is trivially integrated to $I(u)=1 / u$, so differentiation gives

$$
\int_{0}^{\infty} d x x^{n} e^{-x u}=\frac{n!}{u^{n+1}}
$$

This result may also be found by repeated integration by parts but the above method involves less algebra.

The application of these methods usually requires some skill, some trial and error and much patience. Please do not spend too long on the following problems.
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## Exercise 1.41

(a) If $f(x)$ is an odd function, $f(-x)=-f(x)$, show that $\int_{-a}^{a} d x f(x)=0$.
(b) If $f(x)$ is an even function, $f(-x)=f(x)$, show that $\int_{-a}^{a} d x f(x)=2 \int_{0}^{a} d x f(x)$.

## Exercise 1.42
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## Exercise 1.44

Evaluate the following integrals
(a) $\int_{0}^{\pi / 4} d x \sin x \ln (\cos x)$,
(b) $\int_{0}^{\pi / 4} d x x \tan ^{2} x$,
(c) $\int_{0}^{1} d x x^{2} \sin ^{-1} x$.

## Exercise 1.45

If $I_{n}=\int_{0}^{x} d t t^{n} e^{a t}$ use integration by parts to show that $a I_{n}=x^{n} e^{a x}-n I_{n-1}$ and deduce that

$$
I_{n}=n!e^{a x} \sum_{k=0}^{n} \frac{(-1)^{n-k}}{a^{n-k+1} k!} x^{k}-\frac{(-1)^{n} n!}{a^{n+1}}
$$

## Exercise 1.46

(a) Using the substitution $u=a-x$, show that $\int_{0}^{a} d x f(x)=\int_{0}^{a} d x f(a-x)$.
(b) With the substitution $\theta=\pi / 2-\phi$ show that

$$
I=\int_{0}^{\pi / 2} d \theta \frac{\sin \theta}{\sin \theta+\cos \theta}=\int_{0}^{\pi / 2} d \phi \frac{\cos \phi}{\cos \phi+\sin \phi}
$$

and deduce that $I=\pi / 4$.

## Exercise 1.47

Use the substitution $t=\tan (x / 2)$ to prove that if $a>|b|>0$

$$
\int_{0}^{\pi} d x \frac{1}{a+b \cos x}=\frac{\pi}{\sqrt{a^{2}-b^{2}}}
$$

Why is the condition $a>|b|$ necessary?
Use this result and the technique of differentiating the integral to determine the values of,
$\int_{0}^{\pi} \frac{d x}{(a+b \cos x)^{2}}, \int_{0}^{\pi} \frac{d x}{(a+b \cos x)^{3}}, \int_{0}^{\pi} d x \frac{\cos x}{(a+b \cos x)^{2}}, \int_{0}^{\pi} d x \ln (a+b \cos x)$.
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## Exercise 1.48

Prove that $y(t)=\frac{1}{\omega} \int_{a}^{t} d x f(x) \sin \omega(t-x)$ is the solution of the differential equation

$$
\frac{d^{2} y}{d t^{2}}+\omega^{2} y=f(t), \quad y(a)=0, \quad y^{\prime}(a)=0
$$

## Exercise 1.49

(a) Consider the integral $F(u)=\int_{0}^{a(u)} d x f(x)$, where only the upper limit depends upon $u$. Using the basic definition, equation 1.6 (page 16), derive the derivative $F^{\prime}(u)$.
(b) Consider the integral $F(u)=\int_{a}^{b} d x f(x, u)$, where only the integrand depends upon $u$. Using the basic definition derive the derivative $F^{\prime}(u)$.

## Exercise 1.50

Find the limits as $X \rightarrow \infty$ of the following integrals

$$
\int_{2}^{X} d x \frac{1}{x \ln x} \quad \text { and } \quad \int_{2}^{X} d x \frac{1}{x(\ln x)^{2}} .
$$

Hint: note that if $f(x)=\ln (\ln x)$ then $f^{\prime}(x)=(x \ln x)^{-1}$.

### 1.4 Miscellaneous exercises
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## Limits

## Exercise 1.51

Find, using first principles, the following limits
(a) $\lim _{x \rightarrow 1} \frac{x^{a}-1}{x-1}$,
(b) $\lim _{x \rightarrow 0} \frac{\sqrt{1+x}-1}{1-\sqrt{1-x}}$,
(c) $\lim _{x \rightarrow a} \frac{x^{1 / 3}-a^{1 / 3}}{x^{1 / 2}-a^{1 / 2}}$,
(d) $\lim _{x \rightarrow(\pi / 2)_{-}}(\pi-2 x) \tan x$,
(e) $\lim _{x \rightarrow 0_{+}} x^{1 / x}$,
(f) $\lim _{x \rightarrow 0}\left(\frac{1+x}{1-x}\right)^{1 / x}$,
where $a$ is a real number.

## Inverse functions

## Exercise 1.52

Show that the inverse functions of $y=\cosh x, y=\sinh x$ and $y=\tanh x$, for $x>0$ are, respectively

$$
x=\ln \left(y+\sqrt{y^{2}-1}\right), \quad x=\ln \left(y+\sqrt{y^{2}+1}\right) \quad \text { and } \quad x=\frac{1}{2} \ln \left(\frac{1+y}{1-y}\right) .
$$

## Exercise 1.53

The function $y=\sin x$ may be defined to be the solution of the differential equation

$$
\frac{d^{2} y}{d x^{2}}+y=0, \quad y(0)=0, \quad y^{\prime}(0)=1
$$

Show that the inverse function $x(y)$ satisfies the differential equation

$$
\frac{d^{2} x}{d y^{2}}=y\left(\frac{d x}{d y}\right)^{3} \quad \text { which gives } \quad x(y)=\sin ^{-1} y=\int_{0}^{y} d u \frac{1}{\sqrt{1-u^{2}}}
$$

Hence find the Taylor series of $\sin ^{-1} y$ to $O\left(y^{5}\right)$.
Hint: you may find it helpful to solve the equation by defining $z=d x / d y$.

## Derivatives

Exercise 1.54
Find the derivatives of $y(x)$ where
(a) $y=f(x)^{g(x)}$,
(b) $y=\sqrt{\frac{p+x}{p-x}} \sqrt{\frac{q+x}{q-x}}$,
(c) $y^{n}=x+\sqrt{1+x^{2}}$.

## Exercise 1.55

If $y=\sin \left(a \sin ^{-1} x\right)$ show that $\left(1-x^{2}\right) y^{\prime \prime}-x y^{\prime}+a^{2} y=0$.

## Exercise 1.56

If $y(x)$ satisfies the equation $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+\lambda y=0$, where $\lambda$ is a constant, show that changing the independent variable, $x$, to $\theta$ where $x=\cos \theta$ changes this to

$$
\frac{d^{2} y}{d \theta^{2}}+\cot \theta \frac{d y}{d \theta}+\lambda y=0
$$
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## Exercise 1.57

The Schwarzian derivative of a function $f(x)$ is defined to be

$$
S f(x)=\frac{f^{\prime \prime \prime}(x)}{f^{\prime}(x)}-\frac{3}{2}\left(\frac{f^{\prime \prime}(x)}{f^{\prime}(x)}\right)^{2}=-2 \sqrt{f^{\prime}(x)} \frac{d^{2}}{d x^{2}}\left(\frac{1}{\sqrt{f^{\prime}(x)}}\right) .
$$

Show that if $f(x)$ and $g(x)$ both have negative Schwarzian derivatives, $S f(x)<0$ and $S g(x)<0$, then the Schwarzian derivative of the composite function $h(x)=$ $f(g(x))$ also satisfies $S h(x)<0$.
Note, the Schwarzian derivative is important in the study of the fixed points of maps.

## Partial derivatives

## Exercise 1.58

If $z=f(x+a y)+g(x-a y)-\frac{x}{2 a^{2}} \cos (x+a y)$ where $f(u)$ and $g(u)$ are arbitrary functions of a single variable and $a$ is a constant, prove that

$$
a^{2} \frac{\partial^{2} z}{\partial x^{2}}-\frac{\partial^{2} z}{\partial y^{2}}=\sin (x+a y)
$$

## Exercise 1.59

If $f(x, y, z)=\exp (a x+b y+c z) / x y z$, where $a, b$ and $c$ are constants, find the partial derivatives $f_{x}, f_{y}$ and $f_{z}$, and solve the equations $f_{x}=0, f_{y}=0$ and $f_{z}=0$ for $(x, y, z)$.
label: ex:vp1-10e
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## Exercise 1.60

The equation $f\left(u^{2}-x^{2}, u^{2}-y^{2}, u^{2}-z^{2}\right)=0$ defines $u$ as a function of $x, y$ and $z$. Show that $\frac{1}{x} \frac{\partial u}{\partial x}+\frac{1}{y} \frac{\partial u}{\partial y}+\frac{1}{z} \frac{\partial u}{\partial z}=\frac{1}{u}$.

## Implicit functions

Exercise 1.61

Show that the function $f(x, y)=x^{2}+y^{2}-1$ satisfies the conditions of the Implicit Function Theorem for most values of $(x, y)$, and that the function $y(x)$ obtained from the theorem has derivative $y^{\prime}(x)=-x / y$.
The equation $f(x, y)=0$ can be solved explicitly to give the equations $y=$ $\pm \sqrt{1-x^{2}}$. Verify that the derivatives of both these functions is the same as that obtained from the Implicit Function Theorem.

> label:
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## Exercise 1.62

Prove that the equation $x \cos x y=0$ has a unique solution, $y(x)$, near the point ( $1, \frac{\pi}{2}$ ), and find its first and second derivatives.

## Exercise 1.63

The folium of Descartes has equation $f(x, y)=x^{3}+y^{3}-3 a x y=0$. Show that at all points on the curve where $y^{2} \neq a x$, the implicit function $y(x)$ has derivative

$$
\frac{d y}{d x}=-\frac{x^{2}-a y}{y^{2}-a x}
$$

Show that there is a horizontal tangent to the curve at $\left(a 2^{1 / 3}, a 4^{1 / 3}\right)$.

```
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## Taylor series

## Exercise 1.64

By sketching the graphs of $y=\tan x$ and $y=1 / x$ for $x>0$ show that the equation $x \tan x=1$ has an infinite number of positive roots. By putting $x=n \pi+z$, where $n$ is a positive integer, show that this equation becomes $(n \pi+z) \tan z=1$ and use a first order Taylor expansion of this to show that the root nearest $n \pi$ is given approximately by $x_{n}=n \pi+\frac{1}{n \pi}$.

## Exercise 1.65

Determine the constants $a$ and $b$ such that $(1+a \cos 2 x+b \cos 4 x) / x^{4}$ is finite at the origin.

## Exercise 1.66

Find the Taylor series, to 4th order, of the following functions:
(a) $\ln \cosh x$,
(b) $\ln (1+\sin x)$,
(c) $e^{\sin x}$,
(d) $\sin ^{2} x$.

## Mean value theorem

## Exercise 1.67

If $f(x)$ is a function such that $f^{\prime}(x)$ increases with increasing $x$, use the Mean Value theorem to show that $f^{\prime}(x)<f(x+1)-f(x)<f^{\prime}(x+1)$.

## Exercise 1.68

Use the functions $f_{1}(x)=\ln (1+x)-x$ and $f_{2}(x)=f_{1}(x)+x^{2} / 2$ and the Mean Value Theorem to show that, for $x>0$

$$
x-\frac{1}{2} x^{2}<\ln (1+x)<x .
$$

## L'Hospital's rule

label:
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Exercise 1.69
Show that $\lim _{x \rightarrow 1} \frac{\sin \ln x}{x^{5}-7 x^{3}+6}=-\frac{1}{16}$.

## Exercise 1.70

Exercise 1.70
Determine the limits $\lim _{x \rightarrow 0}(\cos x)^{1 / \tan ^{2} x}$ and $\lim _{x \rightarrow 0} \frac{a \sin b x-b \sin a x}{x^{3}}$.

## Integrals

## Exercise 1.71

label:
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Using differentiation under the integral sign show that

$$
\int_{0}^{\infty} d x \frac{\tan ^{-1}(a x)}{x\left(1+x^{2}\right)}=\frac{1}{2} \pi \ln (1+a) .
$$

## Exercise 1.72

Prove that, if $|a|<1$

$$
\int_{0}^{\pi / 2} d x \frac{\ln (1+\cos \pi a \cos x)}{\cos x}=\frac{\pi^{2}}{8}\left(1-4 a^{2}\right) .
$$

Exercise 1.73
If $f(x)=(\sin x) / x$, show that $\int_{0}^{\pi / 2} d x f(x) f(\pi / 2-x)=\frac{2}{\pi} \int_{0}^{\pi} d x f(x)$.
Hint: the identity $\sin 2 x=2 \sin x \cos x$ is useful.

## Exercise 1.74

Use the integral definition

$$
\tan ^{-1} x=\int_{0}^{x} d t \frac{1}{1+t^{2}} \quad \text { to show that for } x>0 \quad \tan ^{-1}(1 / x)=\int_{x}^{\infty} d t \frac{1}{1+t^{2}}
$$

and deduce that $\tan ^{-1} x+\tan ^{-1}(1 / x)=\pi / 2$.

## Exercise 1.75

Exercise 1.75
Determine the values if $x$ that make $g^{\prime}(x)=0$ if $g(x)=\int_{x}^{2 x} d t f(t)$ if
(a) $f(t)=e^{t}$, and (b) $f(t)=(\sin t) / t$.
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## Exercise 1.76

If $f(x)$ is integrable for $a \leq x \leq a+h$ show that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} f\left(a+\frac{k h}{n}\right)=\frac{1}{h} \int_{a}^{a+h} d x f(x)
$$

Hence find the following limits
(a) $\lim _{n \rightarrow \infty} n^{-6}\left(1+2^{5}+3^{5}+\cdots+n^{5}\right)$,
(b) $\lim _{n \rightarrow \infty}\left(\frac{1}{1+n}+\frac{1}{2+n}+\cdots+\frac{1}{3 n}\right)$,
(c) $\lim _{n \rightarrow \infty} \frac{1}{n}\left(\sin \left(\frac{y}{n}\right)+\sin \left(\frac{2 y}{n}\right)+\cdots+\sin y\right)$,
(d) $\lim _{n \rightarrow \infty} n^{-1}[(n+1)(n+2) \ldots(2 n)]^{1 / n}$.
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## Exercise 1.77

If the functions $f(x)$ and $g(x)$ are differentiable find expressions for the first derivative of the functions

$$
F(u)=\int_{0}^{u} d x \frac{f(x)}{\sqrt{u^{2}-x^{2}}} \quad \text { and } \quad G(u)=\int_{0}^{u} d x \frac{g(x)}{(u-x)^{a}} \quad \text { where } \quad 0<a<1 .
$$

Note: this is a fairly difficult problem. The formula 1.47 does not work because the integrands are singular, yet by substituting simple functions for $f(x)$ and $g(x)$, for instance $1, x$ and $x^{2}$, we see that there are cases for which the functions $F(x)$ and $G(x)$ are differentiable. Thus we expect an equivalent to formula 1.47 to exist.

### 1.5 Solutions for chapter 1

## Solution for Exercise 1.1

Take the minimum of the four distances of the point from each side and draw a circle of smaller radius around this point. The interior of such circles are open sets.

## Solution for Exercise 1.2

If $f(x)=O\left(x^{2}\right)$ as $x \rightarrow 0$ then $f(x)<C\left|x^{2}\right|<C|x|$ and hence $f(x)=O(x)$.
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Solution for Exercise 1.3
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(a) $x \sqrt{1+x}=x+\frac{1}{2} x^{2}+\cdots=O(x)$.
(b) $x /(1+x)=x\left(1-x+x^{2}+\cdots\right)=O(x)$.
(c) $x^{3 / 2} /[1-\exp (-x)]=x /\left[1-\left(1-x+x^{2} / 2+\cdots\right)\right]=x^{1 / 2} /[1+O(x)]=O\left(x^{1 / 2}\right)$.

## Solution for Exercise 1.4

label:
(a) $x /(x-1)=(1-1 / x)^{-1}=1+1 / x+\cdots=O(1)$.
(b) $\sqrt{4 x^{2}+x}-2 x=2 x \sqrt{1+1 / 4 x}-2 x=2 x\left(1+1 / 8 x+O\left(x^{-2}\right)\right)-2 x=O(1)$.
(c) $(x+b)^{a}-x^{a}=x^{a}(1+b / x)^{a}-x^{a}=x^{a}(1+a b / x+\cdots)-x^{a}=O\left(x^{a-1}\right)$.

## Solution for Exercise 1.5

label:
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(a) Since $x / \sqrt{x^{2}+y^{2}} \leq 1, y / \sqrt{x^{2}+y^{2}} \leq 1$ it follows that $f_{k}=O(f), k=1,2$.
(b) Put $x=r \cos \theta, y=r \sin \theta$ so

$$
\frac{\phi}{f}=a \cos ^{2} \theta+b \sin \theta \cos \theta+c \sin ^{2} \theta<|a|+|b|+|c|=O(1)
$$

and $\phi=O(f)$. If $y=k x$ with $2 k c=-b \pm \sqrt{b^{2}-4 a c}$ then $\phi=0$.

## Solution for Exercise 1.6

Since $f(0)=1$, we must have $A=0$ and $B=1$. Since $f(x)$ is finite as $x \rightarrow \infty, D=0$. At $x=a, f(x)$ is continuous and hence $a+1=C / a^{2}$.

## Solution for Exercise 1.7

(a) $\lim _{x \rightarrow 0} \frac{\sin a x}{x}=a \lim _{x \rightarrow 0} \frac{\sin a x}{a x}=a$,
(b) $\lim _{x \rightarrow 0} \frac{\tan a x}{x}=\lim _{x \rightarrow 0} \frac{\sin a x}{x} \frac{1}{\cos a x}=a$
(c) $\lim _{x \rightarrow 0} \frac{\sin a x}{\sin b x}=\lim _{x \rightarrow 0} \frac{\sin a x}{x} \frac{x}{\sin b x}=\frac{a}{b}$,
(d) $\lim _{x \rightarrow 0} \frac{3 x+4}{4 x+2}=\lim _{x \rightarrow 0}(3 x+4) \lim _{x \rightarrow 0} \frac{1}{4 x+2}=2$.
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$$
\begin{array}{r} 
\\
2 .
\end{array}
$$

For part (e) Take the logarithm then if $E$ is the limit, $\ln E=\lim _{w \rightarrow \infty} w \ln \left(1+\frac{z}{w}\right)=z$ so $E=e^{z}$.

## Solution for Exercise 1.8

(a) $f=\sin 2 \theta$, which is independent of $r$, so the value of the function at the origin depends upon the direction of approach, that is $\theta$, so $f$ is not continuous.
(b) $f=1 / \cos 2 \theta$; the same remark as in part (a) applies and $f$ is not continuous
(c) $f=r \cos \theta \sin 2 \theta$, so $f \rightarrow 0$ as $r \rightarrow 0$ independent of $\theta$ and the function is continuous.
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## Solution for Exercise 1.9

(a) Since $y^{\prime}=3\left(a^{2}-x^{2}\right), y$ is strictly increasing on $(-a, a)$. At $x= \pm a, y= \pm 2 a^{3}$.
(b) With $x=2 a \sin \phi,|\phi|<\sin ^{-1}(1 / 2)=\pi / 6$,

$$
y=6 a^{3} \sin \phi-2 a^{3}(3 \sin \phi-\sin 3 \phi)=2 a^{3} \sin 3 \phi
$$

Hence

$$
\phi=\frac{1}{3} \sin ^{-1}\left(\frac{y}{2 a^{3}}\right) \quad \text { and } \quad x(y)=2 a \sin \left(\frac{1}{3} \sin ^{-1}\left(\frac{y}{2 a^{3}}\right)\right), \quad|y|<2 a^{3} .
$$

(c) For $x>a, y(x)$ is strictly decreasing and for $x>2 a, y<-2 a^{3}$. Set $x=2 a \cosh \phi$ and the equation becomes

$$
y=6 a^{3} \cosh \phi-2 a^{3}(3 \cosh \phi+\cosh 3 \phi)=-2 a^{3} \cosh 3 \phi
$$

giving

$$
x(y)=2 a \cosh \left(\frac{1}{3} \cosh ^{-1}\left(-\frac{y}{2 a^{3}}\right)\right), \quad y<-2 a^{3} .
$$
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## Solution for Exercise 1.10

(a) Use the product and chain rule,

$$
\frac{d}{d x}(\sqrt{a-x} \sqrt{b+x})=\frac{\sqrt{a-x}}{2 \sqrt{b+x}}-\frac{\sqrt{b+x}}{2 \sqrt{a-x}}=\frac{a-b-2 x}{2 \sqrt{(b+x)(a-x)}}
$$

Alternatively, if $y=\sqrt{a-x} \sqrt{b+x}$, then
$\ln y=\frac{1}{2} \ln (a-x)+\frac{1}{2} \ln (b+x)$ giving $\frac{1}{y} \frac{d y}{d x}=\frac{1}{2(b+x)}-\frac{1}{2(a-x)}=\frac{a-b-2 x}{2(b+x)(a-x)}$
which, on simplification, gives the same result.
(b) Define
$y^{2}=a \sin ^{2} x+b \cos ^{2} x \quad$ to give $\quad 2 y \frac{d y}{d x}=2(a-b) \sin x \cos x \quad$ or $\quad \frac{d y}{d x}=\frac{(a-b) \sin 2 x}{2 \sqrt{a \sin ^{2} x+b \cos ^{2} x}}$
which can also be expressed in the form

$$
\frac{d y}{d x}=\frac{(a-b) \sin 2 x}{\sqrt{2(a+b)+2(b-a) \cos 2 x}}
$$

(c) Use the chain and product rule

$$
\frac{d}{d x}\left(\cos \left(x^{3}\right) \cos x\right)=-3 x^{2} \sin \left(x^{3}\right) \cos x-\cos \left(x^{3}\right) \sin x
$$

(d) If $y=x^{x}=e^{x \ln x}$, putting $u=x \ln x$ the chain rule gives $\frac{d y}{d x}=e^{u} \frac{d u}{d x}=(1+\ln x) x^{x}$.

Solution for Exercise 1.11
Differentation with respect to $y$ gives $1=\frac{d x}{d y} \cos x$, but $\cos x=\sqrt{1-\sin ^{2} x}=\sqrt{1-y^{2}}$, hence the result.

## Solution for Exercise 1.12

(a) Since $y=f(g(y))$ differentiation with respect to $y$ gives

$$
1=\frac{d}{d y}(f(g(y)))=\frac{d f}{d g} \frac{d g}{d y}=f^{\prime}(g) g^{\prime}(y)
$$

Since $\frac{d y}{d x}=f^{\prime}(x)$ and $\frac{d x}{d y}=g^{\prime}(y)$, the result follows.
(b) Differentiate again with respect to $y$

$$
\frac{d^{2} x}{d y^{2}}=\frac{d}{d y}\left(\frac{d y}{d x}\right)^{-1}=\frac{d}{d x}\left(\frac{d y}{d x}\right)^{-1} \frac{d x}{d y}=-\frac{d^{2} y}{d x^{2}}\left(\frac{d y}{d x}\right)^{-2} \frac{d x}{d y}=-\frac{d^{2} y}{d x^{2}}\left(\frac{d y}{d x}\right)^{-3}
$$

## Solution for Exercise 1.13

label:
Use the chain rule with $u=-x$, so, if $f(x)$ is even, $f(u)=f(x)$ and differentiate with respect to $u, f^{\prime}(u)=f^{\prime}(x) \frac{d x}{d u}=-f^{\prime}(x)$, that is $f^{\prime}(-x)=-f^{\prime}(x)$ and $f^{\prime}(x)$ is an odd function. Examples of even functions and their derivatives, in brackets are $\cos x$ $(-\sin x), e^{-x^{2}}\left(-2 x e^{-x^{2}}\right)$. A similar analysis applies to odd functions.

## Solution for Exercise 1.14

We have

$$
\frac{1}{f(x+h)}-\frac{1}{f(x)}=-\left(\frac{f(x+h)-f(x)}{f(x+h) f(x)}\right)
$$

so that

$$
\lim _{h \rightarrow 0} \frac{1}{h}\left(\frac{1}{f(x+h)}-\frac{1}{f(x)}\right)=\lim _{h \rightarrow 0}\left(\frac{f(x+h)-f(x)}{h}\right) \frac{1}{f(x+h) f(x)}=-\frac{f^{\prime}(x)}{f(x)^{2}}
$$

The product rule is proved by writing

$$
f(x+h) g(x+h)-f(x) g(x)=[f(x+h)-f(x)] g(x+h)+f(x)[g(x+h)-g(x)]
$$

dividing by $h$ and taking the limit $h \rightarrow 0$.
Solution for Exercise 1.15
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The first two results follow directly by applying the product rule. Thus

$$
h^{\prime}=f^{\prime} g+f g^{\prime} \quad \Longrightarrow \quad h^{\prime \prime}=\left(f^{\prime \prime} g+f^{\prime} g^{\prime}\right)+\left(f^{\prime} g^{\prime}+f g^{\prime \prime}\right)
$$

The expression for $h^{(3)}$ follows similarly. Since $\binom{2}{0}=\binom{2}{2}=1$ and $\binom{2}{1}=2$ the general result quoted is therefore true for $n=1$ and 2 . Suppose it to be true for $n$; a further differentiation gives

$$
\begin{aligned}
h^{(n+1)} & =\sum_{k=0}^{n}\binom{n}{k}\left(f^{(n-k+1)} g^{(k)}+f^{(n-k)} g^{(k+1)}\right) \\
& =\sum_{k=0}^{n}\binom{n}{k} f^{(n-k+1)} g^{(k)}+\sum_{s=0}^{n+1}\binom{n}{s-1} f^{(n+1-s)} g^{(s)} \quad(\text { with } s=k+1 \text { in second sum) } \\
& =\binom{n+1}{0} f^{(n)} g^{(0)}+\binom{n}{n} f^{(0)} g^{(n)}+\sum_{k=1}^{n}\left[\binom{n}{k}+\binom{n}{k-1}\right] f^{(n-k+1)} g^{(k)} .
\end{aligned}
$$

But, for all $m,\binom{m}{0}=\binom{m}{m}=1$ and

$$
\begin{aligned}
\binom{n}{k}+\binom{n}{k-1} & =\frac{n!}{k!(n-k)!}+\frac{n!}{(k-1)!(n+1-k)!}=\frac{n!}{k!(n-k)!}+\frac{(n+1)!}{k!(n+1-k)!} \frac{k}{n+1} \\
& =\frac{(n+1)!}{k!(n+1-k)!} \frac{n+1-k}{n+1}+\frac{(n+1)!}{k!(n+1-k)!} \frac{k}{n+1}=\binom{n+1}{k} .
\end{aligned}
$$

Hence the $(n+1)$ derivative can be written as

$$
\begin{aligned}
h^{(n+1)} & =\binom{n+1}{0} f^{(n+1)} g+\binom{n+1}{n+1} f g^{(n+1)}+\sum_{k=1}^{n}\binom{n+1}{k} f^{(n+1-k)} g^{(k)} \\
& =\sum_{k=0}^{n+1}\binom{n+1}{k} f^{(n+1-k)} g^{(k)}
\end{aligned}
$$

Thus, if the formula is true for $n$, it is true for $n+1$ : it is true for $n=2$ and hence is true for all $n$.
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Solution for Exercise 1.16
The chain rule with $u=f(x)$ gives $\frac{d}{d x} \ln u=\frac{d u}{d x} \frac{1}{u}=\frac{f^{\prime}(x)}{f(x)}$. Take the logarithm of $p(x)$ to obtain

$$
\ln p=\sum_{k=1}^{n} \ln f_{k}(x) \quad \text { and hence } \quad \frac{p^{\prime}}{p}=\sum_{k=1}^{n} \frac{f_{k}^{\prime}(x)}{f_{k}(x)}
$$

which is valid provided none of the $f_{k}(x)$ are zero, that is $p(x) \neq 0$.

## Solution for Exercise 1.17

Expanding the determinant gives

$$
D(x)=\left|\begin{array}{cc}
f(x) & g(x) \\
\phi(x) & \psi(x)
\end{array}\right|=f \psi-g \phi \quad \text { giving } \quad D^{\prime}=\left(f^{\prime} \psi-g^{\prime} \phi\right)+\left(f \psi^{\prime}-g \phi^{\prime}\right)
$$

which can be put in the form quoted.
The third-order determinant, with each element a function of $x$,

$$
D(x)=\left|\begin{array}{lll}
a & b & c \\
d & e & f \\
g & h & i
\end{array}\right|
$$

can be written as a sum of three second-order determinants,

$$
D(x)=a\left|\begin{array}{cc}
e & f \\
h & i
\end{array}\right|-b\left|\begin{array}{cc}
d & f \\
g & i
\end{array}\right|+c\left|\begin{array}{ll}
d & e \\
g & h
\end{array}\right|
$$

Now differentiate this expression using the rule just obtained for second-order determinants; then recombine the 9 terms into a third-order determinant, to obtain

$$
D^{\prime}(x)=\left|\begin{array}{ccc}
a^{\prime} & b^{\prime} & c^{\prime} \\
d & e & f \\
g & h & i
\end{array}\right|+\left|\begin{array}{ccc}
a & b & c \\
d^{\prime} & e^{\prime} & f^{\prime} \\
g & h & i
\end{array}\right|+\left|\begin{array}{ccc}
a & b & c \\
d & e & f \\
g^{\prime} & h^{\prime} & i^{\prime}
\end{array}\right| .
$$

## Solution for Exercise 1.18
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We have $F(x)=f(g(x))$ and so

$$
\begin{aligned}
\frac{F(x+h)-F(x)}{h} & =\frac{f(g(x+h))-f(g(x))}{h}=\frac{1}{h}\left[f\left(g(x)+h g^{\prime}(x+\theta h)\right)-f(g(x))\right] \\
& =\frac{1}{h}\left[h f^{\prime}\left(g(x)+h \phi g^{\prime}\right) g^{\prime}(x+\theta h)\right]
\end{aligned}
$$

where $0<\theta, \phi<1$. This gives the required result on taking the limit $h \rightarrow 0$.

## Solution for Exercise 1.19

label:
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(a) $\frac{1}{x} \int_{0}^{x} d t \sqrt{4+4 t^{3}}=\sqrt{4+3(\theta x)^{2}}$ for $0<\theta<1$. Hence the limit is 2 .
(b) $\frac{1}{(x-1)^{3}} \int_{0}^{x} d t \ln \left(3 t-3 t^{2}+t^{3}\right)=\frac{1}{z^{3}} \int_{0}^{z} d s \ln \left(1+s^{3}\right)$ where $z=x-1$ and $s=t-1$. the Mean Value theorem gives the second integral as $z^{-2} \ln \left(1+(z \theta)^{3}\right), 0<\theta<1$ and this is zero in the limit $z \rightarrow 0$.

Solution for Exercise 1.20
(a) We have $\frac{\partial u}{\partial x}=2 x \sin (\ln y), \quad \frac{\partial u}{\partial y}=\frac{x^{2}}{y} \cos (\ln y)$.
(b) Differentiating $r^{2}$ with respect to $x$ and $y$ gives, respectively

$$
2 r \frac{\partial r}{\partial x}=2 x \quad \text { and } \quad 2 r \frac{\partial r}{\partial y}=2 y
$$

hence the result. Alternatively, put $r=\sqrt{x^{2}+y^{2}}$ to obtain

$$
\frac{\partial r}{\partial x}=\frac{x}{\sqrt{x^{2}+y^{2}}}=\frac{x}{r} \quad \text { and } \quad \frac{\partial r}{\partial y}=\frac{y}{\sqrt{x^{2}+y^{2}}}=\frac{y}{r}
$$

Solution for Exercise 1.21

$$
\frac{\partial \Phi}{\partial x}=-\frac{2 x}{y} \exp \left(-\frac{x^{2}}{y}\right)=-\frac{2 x}{y} \Phi \quad \text { and } \quad \frac{\partial \Phi}{\partial y}=\frac{x^{2}}{y^{2}} \exp \left(-\frac{x^{2}}{y}\right)=\frac{x^{2}}{y^{2}} \Phi
$$

A second differentation of the first result with respect to $x$ gives

$$
\frac{\partial^{2} \Phi}{\partial x^{2}}=-\frac{2}{y} \Phi-\frac{2 x}{y} \frac{\partial \Phi}{\partial x}=-\frac{2}{y} \Phi+4 \frac{x^{2}}{y^{2}} \Phi=4 \frac{\partial \Phi}{\partial y}-\frac{2}{y} \Phi
$$

## label:

ex:vp1-part05

## Solution for Exercise 1.22

The derivatives $u_{x}$ and $u_{y}$ are found in exercise 1.20(a); differentating $u_{y}$ again with respect to $y$ gives $u_{y y}=-\frac{x^{2}}{y^{2}}(\cos (\ln y)+\sin (\ln y))$. These expressions for $u_{x}, u_{y}$ and $u_{y y}$ satisfy the given equation.

## Solution for Exercise 1.23

In this example $f_{x}=y, f_{y}=x-2 y t, f_{t}=-y^{2}, d x / d t=2 t$ and $d y / d t=3 t^{2}$. Hence equation 1.21 becomes

$$
\frac{d f}{d t}=-y^{2}+y \frac{d x}{d t}+\frac{d y}{d t}(x-2 t y)=t^{4}\left(5-7 t^{2}\right)
$$

Alternatively, express $f$ in terms of $t$,

$$
f(t)=t^{5}-t^{7} \quad \text { so } \quad \frac{d f}{d t}=t^{4}\left(5-7 t^{2}\right)
$$

Using the first expresion for $d f / d t$ we have

$$
\frac{\partial}{\partial y}\left(\frac{d f}{d t}\right)=\frac{\partial}{\partial y}\left(x \frac{d y}{d t}+y \frac{d x}{d t}-y^{2}-2 t y \frac{d y}{d t}\right)=\frac{d x}{d t}-2 y-2 t \frac{d y}{d t}=2 t\left(1-4 t^{2}\right)
$$

Alternatively,

$$
\frac{d}{d t}\left(\frac{\partial f}{\partial y}\right)=\frac{d}{d t}(x-2 t y)=\frac{d x}{d t}-2 y-2 t \frac{d y}{d t}
$$

label:
ex:vp1-part05a

## Solution for Exercise 1.24

If $F=\sqrt{1+x_{1} x_{2}}$ then the chain rule gives

$$
\frac{d F}{d t}=\frac{\partial F}{\partial x_{1}} x_{1}^{\prime}+\frac{\partial F}{\partial x_{2}} x_{2}^{\prime}=\frac{x_{1} x_{2}^{\prime}+x_{1}^{\prime} x_{2}}{2 \sqrt{1+x_{1} x_{2}}}
$$

Alternatively, set $u=x_{1} x_{2}$, so $\frac{d F}{d t}=\frac{1}{2 \sqrt{1+u}} \frac{d u}{d t}$, which is a simpler method of deriving the same result.

Differentiate this expression with respect to $x_{1}$, using the product rule,

$$
\begin{aligned}
\frac{\partial}{\partial x_{1}}\left(\frac{d F}{d t}\right) & =\left(x_{1} x_{2}^{\prime}+x_{1}^{\prime} x_{2}\right) \frac{\partial}{\partial x_{1}}\left(\frac{1}{2 \sqrt{1+x_{1} x_{2}}}\right)+\frac{1}{2 \sqrt{1+x_{1} x_{2}}} \frac{\partial}{\partial x_{1}}\left(x_{1} x_{2}^{\prime}+x_{1}^{\prime} x_{2}\right) \\
& =-\frac{1}{4}\left(x_{1} x_{2}^{\prime}+x_{1}^{\prime} x_{2}\right) \frac{x_{2}}{\left(1+x_{1} x_{2}\right)^{3 / 2}}+\frac{x_{1}^{\prime}}{2 \sqrt{1+x_{1} x_{2}}}
\end{aligned}
$$

Also $\frac{\partial F}{\partial x_{1}}=\frac{x_{2}}{2 \sqrt{1+x_{1} x_{2}}}$, and the chain rule gives

$$
\frac{d}{d t}\left(\frac{\partial F}{\partial x_{1}}\right)=\frac{x_{2}^{\prime}}{2 \sqrt{1+x_{1} x_{2}}}-\frac{x_{2}}{4\left(1+x_{1} x_{2}\right)^{3 / 2}} \frac{d}{d t}\left(x_{1} x_{2}\right)
$$

as before.

## Solution for Exercise 1.25

(a) We have using equation 1.19
label:
ex:vp1-part06

$$
\frac{d}{d \lambda} f(\lambda x, \lambda y)=\frac{\partial f}{\partial u} \frac{d u}{d \lambda}+\frac{\partial f}{\partial v} \frac{d v}{d \lambda} \quad \text { where } \quad u=\lambda x \quad \text { and } \quad v=\lambda y
$$

Now substitute $f(\lambda x, \lambda y)=\lambda^{p} f(x, y)$ into the left hand side of give

$$
\frac{d}{d \lambda} f(\lambda x, \lambda y)=p \lambda^{p-1} f(x, y)
$$

and set $\lambda=1$ to obtain the result.
(b) Differentiate both sides of the relation

$$
\lambda^{p} f\left(x_{1}, x_{2}, \cdots, x_{n}\right)=f\left(\lambda x_{1}, \lambda x_{2}, \cdots, \lambda x_{n}\right)
$$

with respect to $\lambda$ to obtain

$$
p \lambda^{p-1} f(\mathbf{x})=\sum_{k=1}^{n} f_{x_{k}}(\lambda \mathbf{x}) \frac{\partial \lambda x_{k}}{\partial \lambda}=\sum_{k=1}^{n} x_{k} f_{x_{k}}(\lambda \mathbf{x})
$$

and set $\lambda=1$.
(c) Differentiate both sides of the relation with respect to $x_{k}$ to obtain

$$
\lambda^{p} f_{x_{k}}(\mathbf{x})=\frac{\partial}{\partial x_{k}} f(\lambda \mathbf{x})=\lambda \frac{\partial}{\partial \lambda x_{k}} f(\lambda \mathbf{x})=\lambda f_{x_{k}}(\lambda \mathbf{x})
$$

which proves the result.

Solution for Exercise 1.26
We have $f_{x}=-g^{\prime}(x)$ and $f_{y}=1$ and equations 1.22 and 1.23 give $\frac{d y}{d x}=g^{\prime}(x)$ and ex:vp1-imp03 $\frac{d x}{d y}=-1 / g^{\prime}(x)$, hence the result.

Solution for Exercise 1.27
Here $f(x, y)=\ln \left(x^{2}+y^{2}\right)-2 \tan ^{-1}(y / x)$ giving
label:
ex:vp1-imp01

$$
\begin{aligned}
f_{x} & =\frac{2 x}{x^{2}+y^{2}}+\frac{2}{\left(1+y^{2} / x^{2}\right)} \frac{y}{x^{2}}=\frac{2(x+y)}{x^{2}+y^{2}} \\
f_{y} & =\frac{2 y}{x^{2}+y^{2}}-\frac{2}{x} \frac{1}{\left(1+y^{2} / x^{2}\right)}=\frac{2(y-x)}{x^{2}+y^{2}}
\end{aligned}
$$

Hence $\frac{d y}{d x}=-\frac{f_{x}}{f_{y}}=\frac{x+y}{x-y}$.
Solution for Exercise 1.28
label:
Assuming $y(0)$ is finite, putting $x=0$ in the equation gives $y(0)=0$. If $f=x-y+{ }^{\text {ex:vp1-imp02 }}$ $\sin (x y)$ then $\frac{d y}{d x}=-\frac{f_{x}}{f_{y}}=\frac{1+y \cos (x y)}{1-x \cos (x y)}$ and hence $y^{\prime}(0)=1$. Rewrite the expression for $y^{\prime}(x)$ in the form $(x \cos u-1) y^{\prime}(x)+1+y \cos u=0, \quad u=x y$ and differentiate to obtain

$$
(x \cos u-1) y^{\prime \prime}(x)+\left(\cos u-x u^{\prime} \sin u\right) y^{\prime}(x)+y^{\prime}(x) \cos u-y u^{\prime} \sin u=0
$$

But $u^{\prime}=x y^{\prime}+y$, which is zero at $x=0$. Hence at $x=0$ this equation becomes $-y^{\prime \prime}(0)+2 y^{\prime}(0)=0$ and hence $y^{\prime \prime}(0)=2$.
label:
ex:vp1-imp04
label: ex:vp1-imp05
label:
ex:vp1-tay01

## Solution for Exercise 1.29

If $y=x v(x)$ the equation for $v$ is

$$
x \frac{d v}{d x}=-\frac{a^{2}+v^{2}}{v+1} \quad \text { or } \quad \int d v \frac{v+1}{v^{2}+a^{2}}=-\int \frac{d x}{x} .
$$

Integration and substituting for $v=y / x$ then gives

$$
\frac{1}{2} \ln \left(a^{2} x^{2}+y^{2}\right)+\frac{1}{a} \tan ^{-1}\left(\frac{y}{a x}\right)=A
$$

where $A$ is a constant. Since $y(1)=\alpha$ we obtain the given expression for $A$.

## Solution for Exercise 1.30

The Jacobian determinant for the functions $f_{1}(r, \theta)=r \cos \theta$ and $f_{2}(r, \theta)=r \sin \theta$ is

$$
J=\left|\begin{array}{ll}
\frac{\partial f_{1}}{\partial r} & \frac{\partial f_{1}}{\partial \theta} \\
\frac{\partial f_{2}}{\partial r} & \frac{\partial f_{2}}{\partial \theta}
\end{array}\right|=\left|\begin{array}{rr}
\cos \theta & -r \sin \theta \\
\sin \theta & r \cos \theta
\end{array}\right|=r
$$

Hence, provided $r \neq 0, J>0$ and the equations may be inverted. Squaring and adding gives $r=\sqrt{x^{2}+y^{2}}$; division gives $\theta=\tan ^{-1}(y / x)$.

## Solution for Exercise 1.31

We have $f^{\prime}(x)=i e^{i x}$ and $f^{\prime \prime}(x)=i^{2} e^{i x}$. Assuming $f^{(n)}(x)=i^{n} e^{i x}$ differentiating and using induction, we see that the result holds for all $n$. Equation 1.28 for the Taylor series, with $a=0$ then gives

$$
f(x)=\sum_{k=0}^{\infty} \frac{(i x)^{k}}{k!}
$$

In this example $a_{n}=i^{n} / n$ !, so $\left|a_{n} / a_{n+1}\right|=n+1 \rightarrow \infty$ as $n \rightarrow \infty$ so the radius of convergence is infinite.

Since $i^{2 k}=(-1)^{k}$ and $i^{2 k+1}=i(-1)^{k}$ we can write the series as the form

$$
e^{i x}=\sum_{p=0}^{\infty} \frac{(i x)^{2 p}}{(2 p)!}+\sum_{q=0}^{\infty} \frac{(i x)^{2 q+1}}{(2 q+1)!}=\sum_{p=0}^{\infty} \frac{\left(-x^{2}\right)^{p}}{(2 p)!}+i \sum_{q=0}^{\infty} \frac{(-1)^{q}(x)^{2 q+1}}{(2 q+1)!}
$$

But $e^{i x}=\cos x+i \sin x$, so equating real and imaginary parts gives the quoted series.

## Solution for Exercise 1.32

If $f(x)=(1+x)^{a}$ then $f^{\prime}(x)=a(1+x)^{a-1}, f^{\prime \prime}(x)=a(a-1)(1+x)^{a-2}$ and
label:
ex:vp1-tay02
$f^{(k)}(x)=a(a-1)(a-2) \cdots(a-k+1)(1+x)^{a-k}$ for all $k$ provided $k$ is not an integer.
Thus the Taylor series about the origin becomes

$$
(1+x)^{a}=\sum_{k=0}^{\infty} \frac{a(a-1)(a-2) \cdots(a-k+1)}{k!} x^{k}
$$

If $a$ is an integer, $a=n$, this series terminates at $k=n$, to give the usual binomial expansion of $(1+x)^{n}$. In this example, when $a$ is not an integer, we see that $\left|a_{k+1} / a_{k}\right|=$ $|(k+1) /(a-k+2)| \rightarrow 1$ as $k \rightarrow \infty$, so the radius of convergence is unity.

## Solution for Exercise 1.33

Since $f=\sin x / \cos x$, is an odd function only odd powers occur in the Taylor expansion: we have

$$
f^{\prime}(x)=1+\frac{\sin ^{2} x}{\cos ^{2} x}=\frac{1}{\cos ^{2} x}, \quad f^{\prime \prime}(x)=\frac{2 \sin x}{\cos ^{3} x} \quad \text { and } \quad f^{(3)}(x)=\frac{2}{\cos ^{2} x}+\frac{6 \sin ^{2} x}{\cos ^{4} x}
$$

and $f(0)=f^{\prime \prime}(0)=0$ (as expected) and $f^{\prime}(0)=1$ and $f^{(3)}(0)=2$ giving the required Taylor series.

## Solution for Exercise 1.34

label:
ex:vp1-tay04
(a) For the first part use the solution of exercise 1.32 , with $a=-1$ so $a(a-1) \cdots(a-$ $k+1)=(-1)^{k} k$ !, giving the quoted series. Then

$$
\begin{aligned}
\ln (1+x) & =\int_{0}^{x} d t \frac{1}{1+t}=\int_{0}^{x} d t\left(1-t+t^{2}+\cdots+(-1)^{n} t^{n}+\cdots\right) \\
& =x-\frac{x^{2}}{2}+\frac{x^{3}}{3}+\cdots+\frac{(-1)^{n} x^{n+1}}{n+1} \cdots
\end{aligned}
$$

(b) The series for $(1+t)^{-1}$ is valid for $|t|<1$, so for $|x|<1$ the integral and sum may be interchanged.
(c) Put $x \rightarrow-x$ and subtract this from the original series.

Solution for Exercise 1.35
The series is obtained from the solution of the previous exercise by replacing $t$ with $t^{2}$.
label:
ex:vp1-tay05

$$
\tan ^{-1} x=\int_{0}^{x} d t \frac{1}{1+t^{2}}=\int_{0}^{x} d t \sum_{k=0}^{\infty}(-1)^{k} t^{2 k}=\sum_{k=0}^{\infty} \frac{(-1)^{k} x^{2 k+1}}{2 k+1}
$$

## Solution for Exercise 1.36

Use the two Taylor expansions

$$
\ln (1+z)=z-\frac{z^{2}}{2}+\frac{z^{3}}{3}-\frac{z^{4}}{4}+O\left(z^{5}\right) \quad \text { and } \quad \sinh x=x\left(1+\frac{x^{2}}{6}\right)+O\left(x^{5}\right)
$$

to give

$$
\begin{aligned}
\ln (1+\sinh x) & =x\left(1+\frac{x^{2}}{6}+\cdots\right)-\frac{x^{2}}{2}\left(1+\frac{x^{2}}{6}+\cdots\right)^{2}+\frac{x^{3}}{3}-\frac{x^{4}}{4}+O\left(x^{5}\right) \\
& =\left(x+\frac{x^{3}}{6}\right)-\left(\frac{x^{2}}{2}+\frac{x^{4}}{6}\right)+\frac{x^{3}}{3}-\frac{x^{4}}{4}+O\left(x^{5}\right) \\
& =x-\frac{x^{2}}{2}+\frac{x^{3}}{2}-\frac{5 x^{4}}{12}+O\left(x^{5}\right)
\end{aligned}
$$

## Solution for Exercise 1.37

If $y(0)=0$, putting $x=0$ gives $y^{\prime}(0)=1$. Differentiate $n$ times using Leibniz's rule:

$$
(1+x) y^{(n+1)}+n y^{(n)}=x y^{(n)}+n y^{(n-1)}+\sum_{k=0}^{n} \frac{n!}{k!(n-k)!} y^{(k)} y^{(n-k)} .
$$

With $n=1,2,3$, and 4 this gives

$$
\begin{array}{ll}
n=1 & (1+x) y^{(2)}+y^{(1)}=x y^{\prime}+y+2 y y^{\prime} \\
n=2 & (1+x) y^{(3)}+2 y^{(2)}=x y^{\prime \prime}+2 y^{\prime}+2 y^{\prime 2}+2 y y^{\prime \prime} \\
n=3 & (1+x) y^{(4)}+3 y^{(3)}=x y^{(3)}+3 y^{(2)}+2 y^{(3)} y+6 y^{(2)} y^{(1)} \\
n=4 & (1+x) y^{(5)}+4 y^{(4)}=x y^{(4)}+4 y^{(3)}+2 y^{(4)} y+8 y^{(3)} y^{(1)}+6\left(y^{(2)}\right)^{2}
\end{array}
$$

Since $y(0)=0$ and $y^{(1)}(0)=1$ (from the original equation) these equations give $y^{(2)}(0)=-1, y^{(3)}(0)=6, y^{(4)}(0)=-27$ and $y^{(5)}(0)=186$ and hence

$$
y=x-\frac{1}{2} x^{2}+x^{3}-\frac{9}{8} x^{4}+\frac{31}{20} x^{5}+O\left(x^{6}\right) .
$$

An alternative method is to assume the expansion $y=x+\sum_{k=2}^{5} a_{k} x^{k}$, which automatically satisfies the conditions $y(0)=0$ and $y^{\prime}(0)=1$, to substitute this into the differential equation, collect the powers of $x^{k}, k=2,3, \cdots, 5$, and equate their coefficients to zero to obtain equations for the constants $a_{k}$.

## Solution for Exercise 1.38

(a) The required derivatives are

$$
f_{x}=\cos x \sin y \text { giving } f_{x}(0,0)=0, \quad f_{y}=\sin x \cos y \text { giving } f_{y}(0,0)=0,
$$

$$
f_{x x}=-\sin x \sin y \text { giving } f_{x x}(0,0)=0, \quad f_{x y}=\cos x \cos y \text { giving } f_{x y}(0,0)=1,
$$

$$
f_{y y}=-\sin x \sin y \text { giving } f_{y y}(0,0)=0
$$

and hence, to this order, $\sin x \sin y=x y$, as might be expected from the Taylor series for each component of the product.
(b) Put $u(x, y)=x+e^{-y}-1$, so $u(0,0)=0$ and use the chain and product rule to compute the derivatives, $f_{x}=u_{x} \cos u, f_{y}=u_{y} \cos u, f_{x x}=u_{x x} \cos u-u_{x}^{2} \sin u$,
$f_{y y}=u_{y y} \cos u-u_{y}^{2} \sin u, f_{x y}=u_{x y} \cos u-u_{y} u_{x} \sin u$. Since $u_{x}=1, u_{x x}=u_{x y}=0$, $u_{y}=-e^{-y}$ and $u_{y y}=e^{-y}$ we obtain,

$$
f_{x}(0,0)=1, \quad f_{y}(0,0)=-1, \quad f_{x x}(0,0)=0, \quad f_{x y}(0,0)=0, \quad f_{y y}(0,0)=1
$$

and hence $f=(x-y)+\frac{1}{2} y^{2}+\cdots$.

## Solution for Exercise 1.39

label:
ex:vp1-hop01
(a) $\lim _{x \rightarrow a} \frac{\cosh x-\cosh a}{\sinh x-\sinh a}=\lim _{x \rightarrow a} \frac{\sinh x}{\cosh x}=\tanh a$.
(b)
$\lim _{x \rightarrow 0} \frac{\sin x-x}{x \cos x-x}=\lim _{x \rightarrow 0} \frac{\cos x-1}{\cos x-x \sin x-1}=\lim _{x \rightarrow 0} \frac{\sin x}{x \cos x+2 \sin x}=\lim _{x \rightarrow 0} \frac{\cos x}{3 \cos x-x \sin x}=\frac{1}{3}$,
(c) $\lim _{x \rightarrow 0} \frac{3^{x}-3^{-x}}{2^{x}-2^{-x}}=\lim _{x \rightarrow 0} \frac{e^{x \ln 3}-e^{-x \ln 3}}{e^{x \ln 2}-e^{-x \ln 2}}=\lim _{x \rightarrow 0} \frac{\ln 3}{\ln 2} \frac{e^{x \ln 3}+e^{-x \ln 3}}{e^{x \ln 2}+e^{-x \ln 2}}=\frac{\ln 3}{\ln 2}$.

## Solution for Exercise 1.40

label:
(a) If $\lim _{x \rightarrow a} \frac{f^{\prime}(x)}{g^{\prime}(x)}=\infty$ then $\lim _{x \rightarrow a} \frac{g^{\prime}(x)}{f^{\prime}(x)}=0$ and hence $\lim _{x \rightarrow a} \frac{g(x)}{f(x)}=0$ so $\lim _{x \rightarrow a} \frac{f(x)}{g(x)}=\infty$.
(b) Put $F(x)=1 / f(x)$ and $G(x)=1 / g(x)$ so $F(a)=G(a)=0$, and

$$
\lim _{x \rightarrow a} \frac{f(x)}{g(x)}=\lim _{x \rightarrow a} \frac{G(x)}{F(x)}=\lim _{x \rightarrow a} \frac{g^{\prime}(x)}{f^{\prime}(x)} \frac{f(x)^{2}}{g(x)^{2}}=\left(\lim _{x \rightarrow a} \frac{g^{\prime}(x)}{f^{\prime}(x)}\right)\left(\lim _{x \rightarrow a} \frac{f(x)}{g(x)}\right)^{2}
$$

Hence, provided all limits exist, $\lim _{x \rightarrow a} \frac{f(x)}{g(x)}=\lim _{x \rightarrow a} \frac{f^{\prime}(x)}{g^{\prime}(x)}$.

## Solution for Exercise 1.41

label: ex:vp1-int01a
(a) $\int_{-a}^{a} d x f(x)=\int_{-a}^{0} d x f(x)+\int_{0}^{a} d x f(x)$, put $x=-u$ in the first integral and use the fact that $f(-u)=-f(u)$ to show that the two integrals have the same magnitude but opposite signs.
(b) Split the integral in the same manner as in part (a), but since $f(-u)=f(u)$ the two integrals are equal.

## Solution for Exercise 1.42

Assuming $\lambda>0$, put $y=\lambda x$ in the integral, which becomes $I(\lambda)=\int_{0}^{\infty} d y \frac{\sin y}{y}$.
label:
ex:vp1-int01b
If $\mu>0$, put $\lambda=-\mu$ to obtain $I(-\mu)=-\int_{0}^{\infty} d x \frac{\sin \mu x}{x}=-I(\mu)$.
(a) $\int d x 1 \times \ln x=x \ln x-\int d x=-x(1-\ln x)$.
(b) $\int d x \frac{x}{\cos ^{2} x}=x \tan x-\int d x \tan x$ but $\int d x \tan x=\int d x \frac{\sin x}{\cos x}=-\ln |\cos x|$.

Hence $\int d x \frac{x}{\cos ^{2} x}=x \tan x+\ln |\cos x|$.
(c) $\int d x x \ln x=\frac{1}{2} x^{2} \ln x-\frac{1}{2} \int d x x^{2} \frac{1}{x}=\frac{1}{2} x^{2} \ln x-\frac{1}{4} x^{2}$.
(d) $\int d x x \sin x=-x \cos x+\int d x \cos x=\sin x-x \cos x$.
label:
ex:vp1-int02
label:
ex:vp1-int03

## Solution for Exercise 1.44

(a) Put $\cos x=u$ to obtain

$$
\int_{1 / \sqrt{2}}^{1} d u \ln u=[-u(1-\ln u)]_{1 / \sqrt{2}}^{1}=\frac{1}{2 \sqrt{2}} \ln 2+\frac{1}{\sqrt{2}}-1
$$

(b)

$$
\begin{aligned}
\int_{0}^{\pi / 4} d x x \tan ^{2} x & =\int_{0}^{\pi / 4} d x\left(\frac{x}{\cos ^{2} x}-x\right)=\left[x \tan x+\ln \cos x-\frac{1}{2} x^{2}\right]_{0}^{\pi / 4} \\
& =\frac{\pi}{4}-\frac{1}{2} \ln 2-\frac{\pi^{2}}{32}
\end{aligned}
$$

(c)

$$
\int_{0}^{1} d x x^{2} \sin ^{-1} x=\left[\frac{1}{3} x^{3} \sin ^{-1} x\right]_{0}^{1}-\frac{1}{3} \int_{0}^{1} d x \frac{x^{3}}{\sqrt{1-x^{2}}}
$$

But on putting $x=\sin \phi$ and using the identity $\sin 3 \phi=3 \sin \phi-4 \sin ^{3} \phi$,

$$
\int_{0}^{1} d x \frac{x^{3}}{\sqrt{1-x^{2}}}=\int_{0}^{\pi / 2} d \phi \sin ^{3} \phi=\frac{1}{4} \int_{0}^{\pi / 2} d \phi(3 \sin \phi-\sin 3 \phi)=\frac{2}{3}
$$

and hence $\int_{0}^{1} d x x^{2} \sin ^{-1} x=\frac{\pi}{6}-\frac{2}{9}$.

## Solution for Exercise 1.45

Integrating by parts for $n \geq 1$ gives

$$
I_{n}=\int_{0}^{x} d t t^{n} e^{a t}=\left[\frac{t^{n}}{a} e^{a t}\right]_{0}^{x}-\frac{n}{a} I_{n-1}
$$

and hence $a I_{n}=x^{n} e^{a x}-n I_{n-1}, n \geq 1$, with $I_{0}=\left(e^{a x}-1\right) / a$.
The equations for $I_{k}, k=1,2, \cdots, n$, are
$a I_{1}=x e^{a x}-I_{0}, \quad a I_{2}=x^{2} e^{a x}-2 I_{1}, \quad a I_{3}=x^{3} e^{a x}-3 I_{2}, \cdots, a I_{n}=x^{n} e^{a x}-n I_{n-1}$.

Multiply the $k$ th equation by $A_{k}$ and add all the equations to obtain

$$
a \sum_{k=1}^{n} A_{k} I_{k}=e^{a x} \sum_{k=1}^{n} A_{k} x^{k}-\sum_{k=1}^{n} k A_{k} I_{k-1}
$$

Now chose the $A_{k}$ such that $A_{n}=1 / a$ and for $k=1,2, \cdots, n-1$, the $I_{k}$ cancel, that is

$$
a A_{k}=-(k+1) A_{k+1}, \quad k=1,2, \cdots, n-1, \quad A_{n}=\frac{1}{a} .
$$

The solution of these equations is $A_{k}=\frac{n!(-1)^{n-k}}{a^{n-k+1} k!}$ which gives the quoted expression.

## Solution for Exercise 1.46

label:
ex:vp1-int03a
(a) $\int_{0}^{a} d x f(x)=-\int_{a}^{0} d u f(a-u)=\int_{0}^{a} d x f(a-x)$.
(b) Since $\sin (\pi / 2-\phi)=\cos \phi$ and $\cos (\pi / 2-\phi)=\sin \phi$ we have

$$
I=\int_{0}^{\pi / 2} d \theta \frac{\sin \theta}{\sin \theta+\cos \theta}=-\int_{\pi / 2}^{0} d \phi \frac{\cos \phi}{\cos \phi+\sin \phi}=\int_{0}^{\pi / 2} d \phi \frac{\cos \phi}{\cos \phi+\sin \phi}
$$

Hence, on adding these two equivalent forms, $2 I=\pi / 2$.

## Solution for Exercise 1.47

With $t=\tan (x / 2)$ the integral becomes
label:
ex:vp1-int04

$$
\int_{0}^{\pi} d x \frac{1}{a+b \cos x}=\int_{0}^{\infty} d t \frac{d x}{d t} \frac{1}{a+b\left(\frac{1-t^{2}}{1+t^{2}}\right)}=2 \int_{0}^{\infty} d t \frac{1}{a+b+(a-b) t^{2}}
$$

since $d t / d x=\left(1+t^{2}\right) / 2$. The integral is evaluated with the further substitution $t=\sqrt{\frac{a+b}{a-b}} \tan z$, to give the quoted result. If $b>a, a+b \cos x=0$ for $0<x<\pi$, the integrand is singular and the integral does not exist.

Define $F(a, b)=\int_{0}^{\pi} d x \frac{1}{a+b \cos x}=\frac{\pi}{\sqrt{a^{2}-b^{2}}}$ then

$$
\begin{aligned}
-\frac{\partial F}{\partial a} & =\int_{0}^{\pi} d x \frac{1}{(a+b \cos x)^{2}}=\frac{a \pi}{\left(a^{2}-b^{2}\right)^{3 / 2}} \\
\frac{\partial^{2} F}{\partial a^{2}} & =2 \int_{0}^{\pi} d x \frac{1}{(a+b \cos x)^{3}}=\frac{\pi\left(2 a^{2}+b^{2}\right)}{\left(a^{2}-b^{2}\right)^{5 / 2}} \\
-\frac{\partial F}{\partial b} & =\int_{0}^{\pi} d x \frac{\cos x}{(a+b \cos x)^{2}}=-\frac{b \pi}{\left(a^{2}-b^{2}\right)^{3 / 2}}
\end{aligned}
$$

For the last example define

$$
G(a, b)=\int_{0}^{\pi} d x \ln (a+b \cos x) \quad \text { so } \quad \frac{\partial G}{\partial a}=\int_{0}^{\pi} d x \frac{1}{a+b \cos x}=\frac{\pi}{\sqrt{a^{2}-b^{2}}}
$$

Integrating with respect to $a$ gives

$$
G=C+\pi \int d a \frac{1}{\sqrt{a^{2}-b^{2}}}=C+\pi \ln \left(a+\sqrt{a^{2}-b^{2}}\right)
$$

where $C$ is a constant. But if $b=0, G=\pi \ln a$ and hence $C=-\pi \ln 2$ and we obtain

$$
\int_{0}^{\pi} d x \ln (a+b \cos x)=\pi \ln \left(\frac{a+\sqrt{a^{2}-b^{2}}}{2}\right) .
$$

label: ex:vp1-int05
label:
ex:vp1-int06
label:
ex:vp1-int07

Solution for Exercise 1.48
First note that the integral expression for $y(t)$ gives $y(a)=0$. Differentiate twice with respect to $t$, using the formula 1.47,
$\frac{d y}{d t}=\int_{a}^{t} d x f(x) \cos \omega(t-x) \quad$ and $\quad \frac{d^{2} y}{d t^{2}}=f(t)-\omega \int_{a}^{t} d x f(x) \sin \omega(t-x)=f(t)-\omega^{2} y(t)$.
From the first of these equations we see that $y^{\prime}(a)=0$, so the initial conditions are satisfied. the second equations gives $y^{\prime \prime}(a)=f(a)$, which is consistent with the original differential equation.

## Solution for Exercise 1.49

(a) Since

$$
F(u+h)=\int_{0}^{a(u+h)} d x f(x)=\int_{0}^{a(u)} d x f(x)+\int_{a(u)}^{a(u+h)} d x f(x)
$$

we have
$\frac{F(u+h)-F(u)}{h}=\frac{1}{h} \int_{a(u)}^{a(u+h)} d x f(x)=\frac{a(u+h)-a(u)}{h} f(\xi), \quad$ where $\quad \xi \in(a(u), a(u+h))$,
the last result being obtained from the integral form of the Mean Value Theorem. Taking the limit $h \rightarrow 0$ gives $F^{\prime}(u)=a^{\prime}(u) F(a(u))$. The same result can be derived using the Fundamental theorem of Calculus and the chain rule.
(b) We have

$$
\frac{f(u+h)-f(u)}{h}=\int_{a}^{b} d x \frac{f(x, u+h)-f(x, u)}{h}
$$

Assuming that the limit $h \rightarrow 0$ exists we obtain $f^{\prime}(u)=\int_{a}^{b} d x \frac{\partial f}{\partial u}$.

## Solution for Exercise 1.50

In the first case

$$
\int_{2}^{X} d x \frac{1}{x \ln x}=\int_{2}^{X} d x \frac{d}{d x} \ln (\ln x)=\ln (\ln X)-\ln (\ln 2) \rightarrow \infty \text { as } X \rightarrow \infty
$$

In the second case, integration by parts gives

$$
\int_{2}^{X} d x \frac{1}{x(\ln x)^{2}}=\left[\frac{1}{\ln x}\right]_{2}^{X}+2 \int_{2}^{X} d x \frac{1}{x(\ln x)^{2}}
$$

and hence

$$
\int_{2}^{X} d x \frac{1}{x(\ln x)^{2}}=\frac{1}{\ln 2}-\frac{1}{\ln X} \rightarrow \frac{1}{\ln 2} \text { as } X \rightarrow \infty
$$

## Solution for Exercise 1.51

label: ex:vp1-01e
(a) Put $x=1+\delta$ so the ratio becomes

$$
\frac{e^{a \ln (1+\delta)}-1}{\delta}=\frac{e^{a \delta+O\left(\delta^{2}\right.}-1}{\delta}=a+O(\delta)
$$

(b) Use the binomial expansion

$$
\frac{\sqrt{1+x}-1}{1-\sqrt{1-x}}=\frac{\left(1+x / 2+O\left(x^{2}\right)\right)-1}{1-\left(1-x / 2+O\left(x^{2}\right)\right)}=\frac{1+O(x)}{1+O(x)}=1+O(x)
$$

(c) Put $x=a+\delta$ and use the binomial expansion to give

$$
\frac{(a+\delta)^{1 / 3}-a^{1 / 3}}{(a+\delta)^{1 / 2}-a^{1 / 2}}=\frac{a^{1 / 3}\left(1+\frac{\delta}{3 a}+O\left(\delta^{2}\right)\right)-a^{1 / 3}}{a^{1 / 2}\left(1+\frac{\delta}{2 a}+O\left(\delta^{2}\right)\right)-a^{1 / 2}}=\frac{2}{3 a^{1 / 6}}+O(\delta)
$$

(d) Put $x=\pi / 2-\delta, \delta>0$ to give $(\pi-2 x) \tan x=\frac{2 \delta}{\tan \delta}=2+O(\delta)$.
(e) Put $y=x^{1 / x}$, so $\ln y=(1 / x) \ln x$ and $\lim _{x \rightarrow 0} \ln y=-\infty$ and $\lim _{x \rightarrow 0} x^{1 / x}=0$.
(f) We have

$$
\lim _{x \rightarrow 0}\left(\frac{1+x}{1-x}\right)^{1 / x}=\lim _{x \rightarrow 0} \exp \left(\frac{1}{x} \ln \left(\frac{1+x}{1-x}\right)\right)=\lim _{x \rightarrow 0} \exp \left(\frac{1}{x} 2\left(x+O\left(x^{3}\right)\right)\right)=e^{2}
$$

## Solution for Exercise 1.52

In all cases put $z=e^{x}$. In the first example this gives $2 y=z+1 / z$ or $z^{2}-2 y z+1=0$. This quadratic has the two solutions $z=e^{x}=y \pm \sqrt{y^{2}-1}$, one of which is larger than unity and the other smaller - because they are real and their product is unity. For $x>0, e^{x}>1$ and so

$$
x=\ln z=\ln \left(y+\sqrt{y^{2}-1}\right)
$$

In the second example the quadratic equation is $z^{2}-2 y z-1=0$, with solutions $z=e^{x}=y \pm \sqrt{y^{2}+1}$. Since $e^{x}>0$ we choose the positive root to give

$$
x=\ln \left(y+\sqrt{y^{2}+1}\right) .
$$

label:
ex:vp1-71e

In the finally example we have $y=\frac{z^{2}-1}{z^{2}+1}$ or $z=e^{x}= \pm \sqrt{\frac{1+y}{1-y}}$. The positive root gives the required solution so

$$
x=\frac{1}{2} \ln \left(\frac{1+y}{1-y}\right) .
$$

label: ex:vp1-72e

Solution for Exercise 1.53
Since $y^{\prime}(x)=x^{\prime}(y)^{-1}$ a second differentiation gives

$$
\frac{d^{2} y}{d x^{2}}=\frac{d}{d y}\left(\frac{1}{x^{\prime}(y)}\right) \frac{d y}{d x}=-\frac{x^{\prime \prime}(y)}{x^{\prime}(y)^{3}}
$$

and since $y^{\prime \prime}(x)=-y$ this gives

$$
\frac{d^{2} x}{d y^{2}}=y\left(\frac{d x}{d y}\right)^{3} \quad \text { or } \quad \frac{d z}{d y}=y z^{3} \quad \text { if } \quad z=\frac{d x}{d y}
$$

Integration gives $1 / z^{2}=-y^{2}+c$, but $x^{\prime}(0)=1 / y^{\prime}(0)=1$ and $y(0)=0$, so $c=1$ and

$$
\frac{d x}{d y}=\frac{1}{\sqrt{1-y^{2}}}, \quad x(0)=0
$$

where the negative square root is ignored because $x^{\prime}(0)=1$. A further integration gives $x(y)=\int_{0}^{y} d u \frac{1}{\sqrt{1-u^{2}}}$.

The Taylor expansion of the integrand is

$$
\frac{1}{\sqrt{1-u^{2}}}=1+\frac{1}{2} u^{2}+\frac{3}{8} u^{4}+O\left(u^{6}\right)
$$

so integration gives

$$
\sin ^{-1} y=y+\frac{1}{6} y^{3}+\frac{3}{40} y^{5}+O\left(y^{7}\right)
$$

More generally, we have $\frac{1}{\sqrt{1-u^{2}}}=\sum_{k=0}^{\infty} \frac{(2 k)!u^{2 k}}{k!^{2} 2^{2 k}},|u|<1$, so

$$
\sin ^{-1} y=y \sum_{k=0}^{\infty} \frac{(2 k)!y^{2 k}}{k!^{2} 2^{2 k}(2 k+1)}, \quad|y|<1
$$

## Solution for Exercise 1.54

(a) Since $\ln y=g \ln f$ we have $y^{\prime} / y=g^{\prime} \ln f+g f^{\prime} / g$ and hence

$$
\frac{d y}{d x}=\left(f g^{\prime} \ln f+g f^{\prime}\right) f(x)^{g(x)-1}
$$

(b) Since

$$
\ln y=\frac{1}{2} \ln (p+x)-\frac{1}{2} \ln (p-x)+\frac{1}{2} \ln (q+x)-\frac{1}{2} \ln (g-x)
$$

we have

$$
\frac{y^{\prime}}{y}=\frac{1}{2}\left(\frac{1}{p+x}+\frac{1}{p-x}\right)+\frac{1}{2}\left(\frac{1}{q+x}+\frac{1}{q-x}\right)=\frac{p}{p^{2}-x^{2}}+\frac{q}{q^{2}-x^{2}}
$$

and

$$
\frac{d y}{d x}=\left(\frac{p}{p^{2}-x^{2}}+\frac{q}{q^{2}-x^{2}}\right) \sqrt{\frac{p+x}{p-x}} \sqrt{\frac{q+x}{q-x}}
$$

(c) We have

$$
n y^{n-1} \frac{d y}{d x}=1+\frac{x}{\sqrt{1+x^{2}}}=\frac{y^{n}}{\sqrt{1+x^{2}}} \quad \text { therefore } \quad \frac{d y}{d x}=\frac{y}{n \sqrt{1+x^{2}}}
$$

Solution for Exercise 1.55
Differentiate using the chain rule,

$$
\frac{d y}{d x}=\frac{a \cos u}{\sqrt{1-x^{2}}}, \quad u=a \sin ^{-1} x
$$

and

$$
\frac{d^{2} y}{d x^{2}}=-\frac{a^{2} \sin x}{1-x^{2}}+\frac{a x \cos u}{\left(1-x^{2}\right)^{3 / 2}}=-\frac{a^{2} y}{1-x^{2}}+\frac{x}{1-x^{2}} \frac{d y}{d x}
$$

which gives the required result.
Solution for Exercise 1.56
If $x=\cos \theta$ we have

$$
\frac{d y}{d x}=\frac{d y}{d \theta} \frac{d \theta}{d x}=-\frac{1}{\sqrt{1-x^{2}}} \frac{d y}{d \theta} \quad \text { since } \quad \frac{d x}{d \theta}=-\sin \theta=-\sqrt{1-x^{2}}
$$

and then

$$
\frac{d^{2} y}{d x^{2}}=-\frac{1}{\sqrt{1-x^{2}}} \frac{d^{2} y}{d \theta^{2}} \frac{d \theta}{d x}-\frac{x}{\left(1-x^{2}\right)^{3 / 2}} \frac{d y}{d \theta}
$$

Hence the differential equation becomes

$$
\frac{d^{2} y}{d \theta^{2}}+\frac{x}{\sqrt{1-x^{2}}} \frac{d y}{d \theta}+\lambda y=0
$$

which gives the required result since $x / \sqrt{x^{2}+y^{2}}=\cot \theta$.
Solution for Exercise 1.57
label:
ex:vp1-06e

$$
\begin{aligned}
h^{\prime}(x) & =g^{\prime}(x) f^{\prime}(g) \\
h^{\prime \prime}(x) & =g^{\prime \prime}(x) f^{\prime}(g)+g^{\prime}(x)^{2} f^{\prime \prime}(g) \\
h^{\prime \prime \prime}(x) & =g^{\prime \prime \prime}(x) f^{\prime}(g)+3 g^{\prime \prime}(x) g^{\prime}(x) f^{\prime \prime}(g)+g^{\prime}(x)^{3} f^{\prime \prime \prime}(g)
\end{aligned}
$$

label:
ex:vp1-05e

Let $h(x)=f(g(x))$ then
label:
ex:vp1-04e
so that

$$
S h(x)=\frac{g^{\prime \prime \prime}(x) f^{\prime}(g)+3 g^{\prime \prime}(x) g^{\prime}(x) f^{\prime \prime}(g)+g^{\prime}(x)^{3} f^{\prime \prime \prime}(g)}{g^{\prime}(x) f^{\prime}(g)}-\frac{3}{2}\left(\frac{g^{\prime \prime}(x)}{g^{\prime}(x)}+\frac{g^{\prime}(x) f^{\prime \prime}(g)}{f^{\prime}(g)}\right)^{2}
$$

On multiplying this out we see that $S h(x)=S g(x)+g^{\prime}(x)^{2} S f(g)<0$.

## Solution for Exercise 1.58

label:
ex:vp1-10e

$$
\begin{aligned}
\frac{\partial z}{\partial x} & =f^{\prime}+g^{\prime}-\frac{1}{2 a^{2}} \cos (x+a y)+\frac{x}{2 a^{2}} \sin (x+a y) \\
\frac{\partial^{2} z}{\partial x^{2}} & =f^{\prime \prime}+g^{\prime \prime}+\frac{1}{a^{2}} \sin (x+a y)+\frac{x}{2 a^{2}} \cos (x+a y) \\
\frac{\partial z}{\partial y} & =a\left(f^{\prime}-g^{\prime}\right)+\frac{x}{2 a} \sin (x+a y) \\
\frac{\partial^{2} z}{\partial y^{2}} & =a^{2}\left(f^{\prime \prime}+g^{\prime \prime}\right)+\frac{x}{2} \cos (x+a y)
\end{aligned}
$$

and hence $a^{2} \frac{\partial^{2} z}{\partial x^{2}}-\frac{\partial^{2} z}{\partial y^{2}}=\sin (x+a y)$.
label: ex:vp1-11e
label: ex:vp1-12e
label:

## Solution for Exercise 1.59

Differentiation gives

$$
f_{x}=a f-\frac{f}{x}, \quad f_{y}=b f-\frac{f}{y}, \quad \text { and } \quad f_{z}=c f-\frac{f}{z}
$$

So the partial derivatves are zero at $a x=b y=c z=1$.

## Solution for Exercise 1.60

Differentiate with respect to $x$,

$$
2\left(u u_{x}-x\right) f_{1}+2 u u_{x} f_{2}-2 u u_{x} f_{3}=0 \quad \text { or } \quad u u_{x}\left(f_{1}+f_{2}+f_{3}\right)=x f_{1}
$$

where $f_{k}=\partial f / \partial x_{k}, f=f\left(x_{1}, x_{2}, x_{3}\right)$. Similarly, differentiation with respect to $y$ and $z$ gives

$$
u u_{y}\left(f_{1}+f_{2}+f_{3}\right)=y f_{2} \quad \text { and } \quad u u_{z}\left(f_{1}+f_{2}+f_{3}\right)=z f_{3}
$$

Adding these three results gives the required equation.

## Solution for Exercise 1.61

Since $f_{x}=2 x$ and $f_{y}=2 y$ the implicit function theorem shows that $y(x)$ and $x(y)$ exist if $y \neq 0$ and $x \neq 0$, respectively, and then $y^{\prime}(x)=-f_{x} / f_{y}=-x / y$.

If $f=0$ then $y^{2}=1-x^{2}$, hence $y= \pm \sqrt{1-x^{2}}$ and $y^{\prime}(x)=\mp x / \sqrt{1-x^{2}}=-x / y$.

## Solution for Exercise 1.62

If $f=x \cos x y, f_{y}=-x^{2} \sin u$ and $f_{x}=\cos u-u \sin u$, where $u=x y$. Thus $f_{y}(1, \pi / 2)=$ -1 and $f_{x}(1, \pi / 2)=-\pi / 2$. Hence, from the implicit function theorem, $y(x)$ exists in the neighbourhood of $(1, \pi / 2)$, with

$$
y^{\prime}(x)=-\frac{f_{x}}{f_{y}}=\frac{\cos u-u \sin u}{x^{2} \sin u} \quad \text { or } \quad x^{2} y^{\prime}=\frac{1}{\tan u}-u
$$

hence $y^{\prime}(1)=-\pi / 2$. Differentiating again gives

$$
y^{\prime \prime} x^{2}+2 x y^{\prime}=-\left(\frac{1}{\sin ^{2} u}+1\right)\left(x y^{\prime}+y\right)
$$

At $x=1, y=\pi / 2$, since $y^{\prime}(1)=-\pi / 2$, this gives $y^{\prime \prime}=\pi$. Hence the Taylor expansion of $y(x)$ about $x=1$ is

$$
\begin{aligned}
y(x) & =y(1)+(x-1) y^{\prime}(1)+\frac{1}{2}(x-1)^{2} y^{\prime \prime}(1)+\cdots \\
& =\frac{\pi}{2}-\frac{\pi}{2}(x-1)+\frac{\pi}{2}(x-1)^{2}+\cdots
\end{aligned}
$$

## Solution for Exercise 1.63

label:
Differentiate the equation $x^{3}+y^{3}-3 a x y=0$ and re-arrange to give $\left(y^{2}-a x\right) y^{\prime}+x^{2}-a y=$ 0 , which gives the relation for $y^{\prime}(x)$. Hence $y^{\prime}$ is defined provided the denominator is not zero, that is $y^{2} \neq a x$. The curve defined by $f(x, y)=0$ is parallel to the $x$-axis if $x^{2}=a y$, which substituted into the equation gives $x^{3}\left(x^{3}-2 a^{3}\right)=0$. At $x=0, y^{\prime}$ is not defined; the solution at $x=a 2^{1 / 3}$ gives the quoted result.

## Solution for Exercise 1.64

From the graphs of $y=1 / x$ and $y=\tan x$, shown in figure 1.9 , we see that the equation has positive roots $x_{k}, k=0,1,2, \cdots$, and that $k \pi<x_{k}<(k+1 / 2) \pi$ and that for large $k, x_{k} \rightarrow k \pi$ from above.
label:
ex:vp1-31e
label:
f:vp1-sol31e


Figure 1.9 Graphs of $y=1 / x$ and $y=\tan x$.
For the $n$th root, put $x=n \pi+z$, and since $\sin x=(-1)^{n} \sin z$ and $\cos x=(-1)^{n} \cos z$ the equation becomes

$$
(n \pi+z) \tan z=1 \quad \text { with } z \text { small. }
$$

Put $\epsilon=1 / n \pi$ so the equation becomes $(1+\epsilon z) \tan z=\epsilon$ and we require the Taylor expansion of $z(\epsilon)$ about $\epsilon=0$. Putting $\epsilon=0$ we see that $z(0)=0$. Differentiation gives

$$
\left(\epsilon z^{\prime}+z\right) \tan z+\frac{1+\epsilon z}{\cos ^{2} z} z^{\prime}=1 \quad \text { giving } \quad z^{\prime}(0)=1
$$

and hence $x=n \pi+\frac{1}{n \pi}$.
Further differentiation of the same equation allows, in principle, the calculation of $z^{(n)}(0)$ for $n>2$; however, such calculations are extremely tedious and error prone. A far easier method is now outlined.

First, rewrite the equation for $z$ in the form

$$
\tan z=\frac{\epsilon}{1+\epsilon z}
$$

and observe that this equation defines a function $z(\epsilon)$, with $z(0)=0$, that is an odd function of $\epsilon$ - to see this note that $-z(-\epsilon)$ satisfies the same equation. Also, for small $|z|$ we see that to $O(\epsilon)$ the equation becomes $z=\epsilon+O\left(\epsilon^{2}\right)$. The power series for $z(\epsilon)$ is thus

$$
z=\epsilon+z_{3} \epsilon^{3}+z_{5} \epsilon^{5}+O\left(\epsilon^{7}\right)
$$

where $z_{3}$ and $z_{7}$ are coefficients to be found. Substitute this series in to the left hand side of the equation and use the known series for $\tan z$ to obtain

$$
\begin{aligned}
\tan z & =\left(\epsilon+z_{3} \epsilon^{3}+z_{5} \epsilon^{5}+\cdots\right)+\frac{\epsilon^{3}}{3}\left(1+z_{3} \epsilon^{2}+\cdots\right)^{3}+\frac{2}{15} \epsilon^{5}+\cdots \\
& =\epsilon+\epsilon^{3}\left(z_{3}+\frac{1}{3}\right)+\epsilon^{5}\left(z_{5}+z_{3}+\frac{2}{15}\right)+\cdots
\end{aligned}
$$

Similarly the right hand side gives

$$
\begin{aligned}
\frac{\epsilon}{1+\epsilon z} & =\epsilon\left(1-\epsilon z+\epsilon^{2} z^{2}+\cdots\right) \\
& =\epsilon-\epsilon^{3}+\epsilon^{5}\left(1-z_{3}\right)+\cdots
\end{aligned}
$$

Equating the coefficients of the powers of $\epsilon$ on each side of the equation gives $z_{3}=-4 / 3$ and $z_{5}=53 / 15$ and hence

$$
x=n \pi+\frac{1}{n \pi}-\frac{4}{3(n \pi)^{2}}+\frac{53}{15(n \pi)^{3}}+\cdots
$$

label:

## Solution for Exercise 1.65

Using the Taylor expansion of $\cos z$ the numerator becomes

$$
1+a\left(1-\frac{(2 x)^{2}}{2}+\frac{(2 x)^{4}}{24}+\cdots\right)+b\left(1-\frac{(4 x)^{2}}{2}+\frac{(4 x)^{4}}{24}+\cdots\right)
$$

which simplifies to

$$
1+a+b-x^{2}(2 a+8 b)+x^{4}\left(\frac{2}{3} a+\frac{32}{3} b\right)+\cdots
$$

Thus we need $a+b+1=0, a+4 b=0$, that is $b=1 / 3$ and $a=-4 / 3$. Then the value of the function at the origin is $2 a / 3+32 b / 3=8 / 3$.

## Solution for Exercise 1.66

There are many ways to obtain the expansions, but usually a direct use of the definition, which requires the calculation of higher derivatives, is awkward and error prone: it is usually easiest to use known results where possible. The methods outlined below are not necessarily the easiest, but just the first I thought of.
(a) Since the Taylor series of $\ln (1+z)$ is known we write, with $u=x / 2$, and use the identity $\cosh 2 u=1+2 \sinh ^{2} u$,

$$
\begin{aligned}
\ln (\cosh x) & =\ln \left(1+2 \sinh ^{2} u\right) \\
& =2 \sinh ^{2} u-\frac{1}{2}\left(2 \sinh ^{2} u\right)^{2}+\frac{1}{3}\left(2 \sinh ^{2} u\right)^{3}+O\left(u^{8}\right)
\end{aligned}
$$

Now use

$$
\sinh u=u\left(1+\frac{u^{2}}{6}+\cdots\right) \quad \text { and } \quad \sinh ^{2} u=u^{2}\left(1+\frac{u^{2}}{3}+\cdots\right)
$$

in this expansion, to give

$$
\ln (\cosh x)=2 u^{2}\left(1+\frac{u^{4}}{12}+\cdots\right)-2 u^{4}+\cdots=\frac{x^{2}}{2}-\frac{x^{4}}{12}+O\left(x^{6}\right)
$$

(b) Similarly

$$
\begin{aligned}
\ln (1+\sin x) & =\sin x-\frac{1}{2} \sin ^{2} x+\frac{1}{3} \sin ^{3} x-\frac{1}{4} \sin ^{4} x+O\left(x^{5}\right) \\
\sin x & =x\left(1-\frac{x^{2}}{6}+\cdots\right)
\end{aligned}
$$

giving

$$
\begin{aligned}
\ln (1+\sin x) & =x\left(1-\frac{x^{2}}{6}+\cdots\right)-\frac{x^{2}}{2}\left(1-\frac{x^{2}}{3}+\cdots\right)+\frac{x^{3}}{3}-\frac{x^{4}}{4}+O\left(x^{5}\right) \\
& =x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\frac{x^{4}}{12}+O\left(x^{5}\right)
\end{aligned}
$$

(c) Similarly

$$
\begin{aligned}
\exp (\sin x) & =1+\sin x+\frac{\sin ^{2} x}{2}+\frac{\sin ^{3} x}{6}+\frac{\sin ^{4} x}{24}+O\left(x^{5}\right) \\
& =1+x\left(1-\frac{x^{2}}{6}+\cdots\right)+\frac{x^{2}}{2}\left(1-\frac{x^{2}}{3}+\cdots\right)+\frac{x^{3}}{6}+\frac{x^{4}}{24}+O\left(x^{5}\right) \\
& =1+x+\frac{x^{2}}{2}-\frac{x^{4}}{8}+O\left(x^{5}\right)
\end{aligned}
$$

(d) Use the identity

$$
\begin{aligned}
\sin ^{2} x & =(1-\cos 2 x) / 2 \text { to give } \\
& =\frac{1}{2}-\frac{1}{2}\left(1-\frac{(2 x)^{2}}{2}+\frac{(2 x)^{4}}{24}+O\left(x^{6}\right)\right)=x^{2}-\frac{x^{4}}{3}+O\left(x^{6}\right)
\end{aligned}
$$

## Solution for Exercise 1.67

label:
The Cauchy form of the Mean Value Theorem gives $f(x+1)=f(x)+f^{\prime}(x+\theta)$ with ex:vp1-41e
$0<\theta<1$. Since $f^{\prime}(x)$ is strictly increasing $f^{\prime}(x)<f^{\prime}(x+\theta)<f^{\prime}(x+1)$ and the result follows.

## Solution for Exercise 1.68

label:
ex:vp1-42e

$$
f_{1}(x)=f_{1}(0)+f_{1}^{\prime}(\theta x)=-\frac{\theta x}{1+\theta x}<0
$$

Hence, $f_{1}(x)<0$ for $x>0$. Similary $f_{2}(x)>0$ for $x>0$.
label: ex:vp1-51e
label: ex:vp1-52e
label: ex:vp1-61e
label: ex:vp1-62e

## Solution for Exercise 1.69

Using L'Hospital's rule,

$$
\lim _{x \rightarrow 1} \frac{\sin \ln x}{x^{5}-7 x^{3}+6}=\lim _{x \rightarrow 1} \frac{\cos \ln x}{x} \frac{1}{5 x^{4}-21 x^{2}}=-\frac{1}{16}
$$

## Solution for Exercise 1.70

In the first case set $y=(\cos x)^{1 / \tan ^{2} x}$ and consider the limit of $\ln y$,

$$
\lim _{x \rightarrow 0} \frac{\ln \cos x}{\tan ^{2} x}=\lim _{x \rightarrow 0}\left(-\frac{\sin x}{\cos x} \frac{\cos ^{3} x}{2 \sin x}\right)=-\frac{1}{2}, \quad \text { hence } \quad \lim _{x \rightarrow 0} y=e^{-1 / 2}
$$

For the second case,

$$
\begin{aligned}
\lim _{x \rightarrow 0} \frac{a \sin b x-b \sin a x}{x^{3}} & =a b \lim _{x \rightarrow 0} \frac{\cos b x-\cos a x}{3 x^{2}}=-a b \lim _{x \rightarrow 0} \frac{b \sin b x-a \sin a x}{6 x} \\
& =-\frac{a b}{6} \lim _{x \rightarrow 0}\left(b^{2} \cos b x-a^{2} \cos a x\right)=\frac{a b}{6}\left(a^{2}-b^{2}\right)
\end{aligned}
$$

## Solution for Exercise 1.71

If

$$
I(a)=\int_{0}^{\infty} d x \frac{\tan ^{-1}(a x)}{x\left(1+x^{2}\right)} \quad \text { then } \quad I^{\prime}(a)=\int_{0}^{\infty} d x \frac{1}{\left(1+x^{2}\right)\left(1+a^{2} x^{2}\right)}
$$

Using partial fractions this becomes

$$
I^{\prime}(a)=\frac{1}{1-a^{2}} \int_{0}^{\infty} d x\left(\frac{1}{1+x^{2}}-\frac{a^{2}}{1+a^{2} x^{2}}\right)=\frac{1}{1-a^{2}} \frac{\pi}{2}(1-a)=\frac{\pi}{2} \frac{1}{1+a}
$$

Now integrate to obtain $I(a)=\frac{\pi}{2} \ln (1+a)+C$ giving $I(0)=C$. But, from the original integral $I(0)=0$, and hence $C=0$.

## Solution for Exercise 1.72

If

$$
I(z)=\int_{0}^{\pi / 2} d x \frac{\ln (1+z \cos x)}{\cos x} \text { then } I^{\prime}(z)=\int_{0}^{\pi / 2} d x \frac{1}{1+z \cos x}
$$

Now use the identity $\cos x=\left(1-t^{2}\right) /\left(1+t^{2}\right), t=\tan (x / 2)$ to obtain

$$
\begin{aligned}
I^{\prime}(z) & =\frac{2}{(1-z)} \int_{0}^{1} d t \frac{1}{b^{2}+t^{2}}, \quad b^{2}=\frac{1+z}{1-z} \\
& =\frac{2}{\sqrt{1-z^{2}}} \tan ^{-1} \sqrt{\frac{1-z}{1+z}}
\end{aligned}
$$

But $z=\cos \pi a$ and so this becomes

$$
\frac{d I}{d z}=\frac{\pi a}{\sin \pi a} \quad \text { or } \quad \frac{d I}{d a}=-\pi^{2} a \quad \text { and hence } \quad I(a)=C-\frac{1}{2} \pi^{2} a^{2}
$$

But if $\cos \pi a=0$, that is $a=1 / 2, I=0$. Hence $C=\pi^{2} / 8$ and $I(a)=\frac{\pi^{2}}{8}\left(1-4 a^{2}\right)$.

## Solution for Exercise 1.73

label:
ex:vp1-63e

We have
$I=\int_{0}^{\pi / 2} d x \frac{\sin x}{x} \frac{\sin (\pi / 2-x)}{\pi / 2-x}=\int_{0}^{\pi / 2} d x \frac{\sin x \cos x}{x(\pi / 2-x)}=\frac{1}{\pi} \int_{0}^{\pi / 2} d x \sin 2 x\left(\frac{1}{x}+\frac{1}{\pi / 2-x}\right)$.
Now put $y=2 x$ to give

$$
\begin{aligned}
I & =\frac{1}{\pi} \int_{0}^{\pi} d y \sin y\left(\frac{1}{y}+\frac{1}{\pi-y}\right) \\
& =\frac{1}{\pi} \int_{0}^{\pi} d y \frac{\sin y}{y}+\frac{1}{\pi} \int_{0}^{\pi} d z \frac{\sin (\pi-z)}{z}=\frac{2}{\pi} \int_{0}^{\pi} d y \frac{\sin y}{y}, \quad(z=\pi-y)
\end{aligned}
$$

since $\sin (\pi-z)=\sin z$.

## Solution for Exercise 1.74

label:
Put $x=1 / z$ and $s=1 / t$ to obtain

$$
\tan ^{-1}(1 / z)=\int_{0}^{1 / z} d t \frac{1}{1+t^{2}}=\int_{z}^{\infty} d s \frac{1}{1+s^{2}}
$$

Hence

$$
\tan ^{-1} x+\tan ^{-1}\left(\frac{1}{x}\right)=\int_{0}^{x} d t \frac{1}{1+t^{2}}+\int_{x}^{\infty} d s \frac{1}{1+s^{2}}=\int_{0}^{\infty} d t \frac{1}{1+t^{2}}=\frac{\pi}{2}
$$

## Solution for Exercise 1.75

label:
Differentiation gives $g^{\prime}(x)=2 f(2 x)-f(x)$ so $g^{\prime}(x)=0$ when $2 f(2 x)=f(x)$. In the ex:vp1-65e first case this gives $2 e^{2 x}=e^{x}$ and hence $x=-\ln 2$ is the only real solution.

In the second case the equation becomes $\frac{\sin 2 x}{x}=\frac{\sin x}{x}$. Since $x \neq 0$, the equation becomes $2 \sin x \cos x=\sin x$, hence $\sin x=0$, that is $x=n \pi, n= \pm 1, \pm 2, \cdots$, or $\cos x=1 / 2$, that is $x=2 n \pi \pm \pi / 3$.

## Solution for Exercise 1.76

The definition 1.41 of an integral, with $x_{k}=a+k h / n, k=1,2, \cdots, n$ gives

$$
\lim _{n \rightarrow \infty} \frac{h}{n} \sum_{k=1}^{n} f\left(a+\frac{k h}{n}\right)=\int_{a}^{a+h} d x f(x)
$$

(a) Put $f(x)=x^{5}, a=0$ and $h=1$

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n}\left(\frac{k}{n}\right)^{5}=\int_{0}^{1} d x x^{5} \quad \text { hence } \quad \lim _{n \rightarrow \infty} \frac{1}{n^{6}} \sum_{k=1}^{n} k^{5}=\frac{1}{6} .
$$

(b) Put $f(x)=1 /(1+x), a=0, h=1$ and sum from $k=1$ to $k=2 n$

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{2 n} \frac{1}{1+k / n}=\int_{0}^{2} d x \frac{1}{1+x} \quad \text { hence } \quad \lim _{n \rightarrow \infty} \sum_{k=1}^{2 n} \frac{1}{n+k}=\int_{0}^{2} d x \frac{1}{1+x}=\ln 3
$$

(c) Consider the complex sum, with $f=e^{i x y}, a=0$ and $h=1$,

$$
S=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} e^{i k y / n}=\int_{0}^{1} d x e^{i x y}
$$

Hence

$$
S=\frac{1}{i y}\left(e^{i y}-1\right)=\frac{\sin y}{y}+\frac{2 i}{y} \sin ^{2}\left(\frac{y}{2}\right)
$$

and hence

$$
\lim _{n \rightarrow \infty} \frac{1}{n}\left(\sin \left(\frac{y}{n}\right)+\sin \left(\frac{2 y}{n}\right)+\cdots+\sin y\right)=\frac{2}{y} \sin ^{2}\left(\frac{y}{2}\right)
$$

(d) If $P_{n}=\frac{1}{n}[(n+1)(n+2) \ldots(2 n)]^{1 / n}$ then

$$
\ln P_{n}=-\ln n+\frac{1}{n} \sum_{k=1}^{n} \ln (k+n)=\frac{1}{n} \sum_{k=1}^{n} \ln (1+k / n)
$$

But, with $f(x)=\ln (1+x), a=0$ and $h=1$

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} \ln (1+k / n)=\int_{0}^{1} d x \ln (1+x)=\ln 4-1
$$

Hence $\lim _{n \rightarrow \infty} P_{n}=\exp (\ln 4-1)=4 / e$.
label: ex:vp1-67e

## Solution for Exercise 1.77

In these two cases the formula 1.47 does not work, because the integrand is infinite at $x=u$. However, it is clear that both $F^{\prime}(u)$ and $G^{\prime}(u)$ exist in some cases, for instance $f=g=1$ or $x$, so the equivalent of expression 1.47 ought to exist.

In the first case the simplest method is to remove the singularity at $x=u$ using the standard change of variable $x=u \sin \phi$ to give

$$
F(u)=\int_{0}^{\pi / 2} d \phi f(u \sin \phi)
$$

Now we can use equation 1.47 to give

$$
F^{\prime}(u)=\int_{0}^{\pi / 2} d \phi \frac{\partial}{\partial u} f(u \sin \phi)=\int_{0}^{\pi / 2} d \phi f^{\prime}(u \sin \phi) \sin \phi
$$

This, second expression, may be converted back to an integral over $x$,

$$
F^{\prime}(u)=\frac{1}{u} \int_{0}^{u} d x \frac{x f^{\prime}(u)}{\sqrt{u^{2}-x^{2}}}
$$

In the second case we use another, more general trick. Consider the integral

$$
G_{\delta}(u)=\int_{0}^{u-\delta} d x \frac{g(x)}{(u-x)^{a}}, \quad \delta \geq 0
$$

for which equation 1.47 is valid, when $\delta>0$. This gives

$$
G_{\delta}^{\prime}(u)=\frac{f(u-\delta)}{\delta^{a}}+\int_{0}^{u-\delta} d x f(x) \frac{\partial}{\partial u}\left(\frac{1}{(u-x)^{a}}\right), \quad \delta>0
$$

Now write $\frac{\partial}{\partial u}\left(\frac{1}{(u-x)^{a}}\right)=-\frac{\partial}{\partial x}\left(\frac{1}{(u-x)^{a}}\right)$ and integrate by parts

$$
\begin{aligned}
G_{\delta}^{\prime}(u) & =\frac{f(u-\delta)}{\delta^{a}}-\left[\frac{f(x)}{(u-x)^{a}}\right]_{0}^{u-\delta}+\int_{0}^{u-\delta} d x \frac{f^{\prime}(x)}{(u-x)^{a}} \\
& =\frac{f(0)}{u^{a}}+\int_{0}^{u-\delta} d x \frac{f^{\prime}(x)}{(u-x)^{a}}
\end{aligned}
$$

Now take the limit $\delta \rightarrow 0$ to obtain

$$
G^{\prime}(u)=\frac{f(0)}{u^{a}}+\int_{0}^{u} d x \frac{f^{\prime}(x)}{(u-x)^{a}} .
$$


[^0]:    ${ }^{1}$ In this course we use conventions common in applied mathematics and theoretical physics. A function of a real variable $x$ will usually be represented by symbols such as $f(x)$ or just $f$, there often being no distinction made between the function and its value; as is often the case it is often clearer to use context to provide meaning, rather than precise definitions, which initially can hinder clarity. Similarly, we use the older convention, $S[y]$, for a functional, to emphasise that $y$ is itself a function; this distinction is not made in modern mathematics. For an introductory course we feel that the older convention, used in most texts, is clearer and more helpful.
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